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Theory Based Practical’s On Algebra-I and Calculus-I

Lab Practical’s:

Part A: (SciLab)

Introduction to the software and commands related to

the topic.

1. Computation of addition and subtraction of
matrices.

2. Computation of Multiplication of matrices.

3. Computation of Trace and Transpose of Matrix.

4. Computation of Rank of matrix and Row reduced
Echelon form.

5. Computation of Inverse of a Matrix using Cayley-
Hamilton theorem.

6. Solving the system of homogeneous and non-

homogeneous linear algebraic equations.

Part B: (Maxima)

7.

8.

10.

11.

12.
13.

Finding the nth Derivative of e?*, trigonometric and
hyperbolic functions.

Finding the nth Derivative of algebraic and
logarithmic functions.

Finding the nth Derivative of e**’sin(bx + ¢),
e¥*tbcos(bx + c).

Finding the Taylor’s and Maclaurin’s expansions of
the given functions.

Finding the angle between the radius vector and
tangent.

Finding the curvatures of the given curves.

Tracing of standard curves (Cartesian, polar and
parametric).
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Program 1

Computation of addition and subtraction of matrices

clc

A=input( )
Im,n|=size(A)

disp(A)

B=input( )
k,l|=s1ze(B)

disp(B)

ifsize(A)==size(B)then

C=A+B

D=A-B

disp( ,C)
disp( ,D)

else

disp(

end

Questionl: Find the addition and subtraction of matrices of
5 6 7 5 2 1
1 2 3land |6 7 8|
7 3 5 5 2 1

Output 1:

Enter the first matrix A=[567; 12 3;7 3 5]
5. 6. 7.
1. 2. 3.

W
ul

ter the second matrix B=[52 1; 67 8; 52 1]

E

ou B N
NN
o0 —
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5 2. 1.

"Addition of two matrices C="
10. 8. 8.

7. 9. 11.

12. 5. 6.

"Sub of two matrices D="

0. 4. 6.

-5. -5. -5.

2. 1. 4.

Question 2: Find the addition and subtraction of matrices of

1 509

[7 5 3‘ and [% 2 c3) :
6 8 4

Output 2:

Enter the first matrix A=[159;7 5 3; 6 8 4]
1.

o o
s w0

7.
6.

Enter the second matrix B=[1 5 3; 7 6 9]
1. 5. 3.

7. 6. 9.

"Addition and Subtraction of matrices not defined"
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Program 2

Computation of Multiplication of matrices

A=input( )
Im,n|=size(A)

(A)
B=input( )
[k,1|=size(B)

(B)
ifn==kthen
C=A*B

( ,C)
else

( )

end

1 2 5
Questionl: Find the multiplication of matrices of [8 6 7‘ and

9 8 10
6 8 4
5 9 8]
5 11 12
Output 1:

Enter the first matrix A=[1 2 5;8 6 7; 9 8 10]
1. 2. 5.
8. 6. 7.
9. 8. 10.
Enter the second matrix B=[6 8 4; 59 8; 5 11 12]
6. 8. 4.
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5. 9. 8.

5. 11. 12.

"Multiplication of two matrices C="
41. 81. 80.

113. 195. 164.

144. 254. 220.

Question 2: Find the multiplication of matrices of [é g g] and
[5 9 6

5 8 71

Output 2:

Enter the first matrix A=[1 5 6; 6 8 2]

1. 5. 6.
6. 8. 2.
Enter the second matrix B=[ 59 6; 5 8 7]
5. 9. 6.
5. 8 7.

"Matrices of invalid order"
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Program 3
Computation of Trace and Transpose of Matrix

clc

A=input( )
disp(A)

Im,n|=size(A)
ifm==nthen

trace=

fori=1:m
trace=trace+A(i,i)

end

disp( ,frace)
else

disp( )
end

8 6 7|
12 13 16

5 6 9
Questionl: Find the trace of matrix ]

Output 1:

Enter the matrix A=[56 9; 8 6 7; 12 13 16]
5. 6. 0.

8 6. 7.

12. 13. 1e6.

"Trace of A="

27.
Question 2: Find the trace of matrix [ 156 ]
12 18 17

Output 2:

Enter the matrix A=[1 5 6; 12 18 17]
1. 5. 6.
12. 18. 17.

"Invalid order"
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clc

A=input( )
disp(A)

im,n|=size(A)

fori=1:n

forj=1:'m

B(i,j)=A(,)

end

end

disp( ,B)

Questionl: Find the trace of matrix [5 9 3|

~
&
S

Output 1

Enter Matrix A=[7 8 6; 59 3; 7 5 4]
7. 8. 6.
5. 9. 3.
7. 5. 4.

"Transpose of A ="

o 00 N
WO u
NS N
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Program 4

Computation of Rank of matrix and Row reduced
Echelon form

Rank of Matrix:

A=input( )
[m,n|=size(A)

(A)
B=rank(A)

( ,B)

1 5 6
Questionl: Find the rank ofmatix[7 5 3].

7 6 4
Output 1

Enter the matrix A=[156; 75 3; 7 6 4]
1. 5. 6.

7. 5. 3.

7. 6. 4.

"Rank of A is"
3.

Question 2: Find the rank of matrix [% g g]

Output 2
Enter the matrix A=[1 5 6; 7 S 3]

1. 5. 6.

7. 5. 3.
"Rank of A is"
2.

Row Reduced Echelon Form:
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A=input( )
[m,n|=size(A)
(A)
B=rref(A)
( ,B)

Output 1
Enter matrix A=[1 2 3; 7 8 6; 4 8 6]

3
% 0N
OO W

"Row Reduced Echelon From of A is"

1. 0. O

0. 1. O

0. 0. 1
Output 2

Enter matrix A=[23 54; 02 34;4 8 13 12]

2. 3. 5. 4.
0. 2. 3. 4.
4. 8. 13. 12.

"Row Reduced Echelon From of A is"

1. 0. 0.25 -1.
0. 1. 1.5 2.
0. 0. 0. O.
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Program 5

Computation of Inverse of a Matrix using Cayley-
Hamilton theorem.

clc

A=input( )
Im,n|=size(A)

ifm==nthen

p=poly(A, %)

disp( ,P)
eg=spec(A)

disp( ,eg)
adj=det(A)*inv(A)

disp( ,adj)
B=(1/det(A)*(A"(n-1)*trace(A)*A+trace(adj)*eye(n,n))
disp( ,B)

else

disp( )

end

1 1 1
Question 1: Obtain the inverse of matrix [1 2 3] using Cayley

1 3 4
Hamilton theorem.

Output 1:

Enter matrix A=[111;123;134]
"Characteristic equation of A="
1 +3x -7x2 +x3
"Eigen values of A="
-0.2184795
0.7024336
6.5160459
"Adjoint of A="
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-1. -1. 1.

-1. 3. -2.

1. -2. 1.

"Inverse of A="
-122. -273. -371.
-273. -640. -868.
-371. -868. -1186.

Question 2: Obtain the inverse of matrix H ; é] using Cayley

Hamilton theorem.

Output 2:

Enter matrix A=[1 1 1;1 2 3]
"Invalid order"
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Program 6

Solving the system of homogeneous and non-
homogeneous linear algebraic equations.

System of Homogeneous Linear Algebraic Equations:

A=input( )
(A)
detA=det(A)
( ,detA)
ifdet(A)~=0then
( )
else
ifdet(A)==0then
( )
end
end

Question 1: Find the solution of system of homogeneous
equation x —2y+z=0,x—2y—z=0, 2x —4y — 5z = 0.
Output 1:

Enter the coefficient matrix A[1 -2 1; 1 -2 -1; 2 -4 -5]
1. -2. 1.
1. -2. -1.

2. -4. -5.

"Determinant of A="

0.

"A has infinite number of solution"

Question 2: Find the solution of system of homogeneous
equation x+y+3z=0,3x+4y+4z=0, 7x + 16y + 12z = 0.
Output 2:

Enter the coefficient matrix A[1 1 3; 34 4; 7 16 12]
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1. 1. 3.

7: 16. i2.
"Determinant of A="
36.000000

"A has trivial solution"

System of Non-Homogeneous Linear Algebraic
Equations:

clc

A=input("Enter the coefficient matrix A")
disp(A)

Im,n|=s1ze(A)

B=input("Enter the matrix of constants B")
disp(B)

rl=rank(A)

disp("Rank of A=",rl)

r2=rank([AB])

disp("Rank of [A-B]=",12)

1f(m>=n&r2<n)then

disp("System is consistent and has infinitely many
solutions")

else

1f(m>=né&rl==r2)then

disp("System is consistent and has unique solution")
elseif(rl~=r2)then

disp("System is inconsistent and has no solution")
elseif(m<n)then

disp("System has infinitely many solutions")

end

end
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end

end
x=1nv(A)*B
( X)

Question 1: Find the solution of system of non-homogeneous
equation 10x + 5y + 2z =10, 5x + 2y +3z =05, 6x + 7y + 4z = 5.
Output 1:
Enter the coefficient matrix A[105 2; 52 3; 6 7 4]
10. 5. 2.
5. 2. 3.
6. 7. 4.
Enter the matrix of constants B[10; 5; 5]
10.
5.
5.
"Rank of A="
3.
"Rank of [A-B]="
3.
"System is consistent and has unique solution"

"Solution of the system"
1.1170213

-0.212766

-0.0531915

Question 2: Find the solution of system of non-homogeneous
equation x+2y+z=2,2x+4y+3z=3, 3x + 6y + 5z = 4.

Output 2:
Enter the coefficient matrix A[1 2 1; 2 4 3; 3 6 5]
1. 2. 1.
2. 4. 3.
3. 6. 5.
Enter the matrix of constants B[2; 3; 4]
2.
3.
4.
"Rank of A="
2.

BLDEA’s SB Arts and KCP Science College, Vijayapur Page 14



| SEMESTER

"Rank of [A-B]="
2.
"System is consistent and has infinitely many solutions"
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Program 7

Finding the nth Derivative of e¢?*, trigonometric and
hyperbolic functions.

Question 1: Write a maxima program to findthe nth
derivative of e?*.

Program:

kill(all)$

y:%eN (a*x)$

n:4$

for i:1 thru n do (

y1:diff(y,x,i),

print("The",i,"differentiation of ")y,"is ",y1))$

Output:

"The"" "1" ""differentiation of "" "%e”(a*x)" ""is "" "a*%e N (a*x)" "
"The"" "2" ""differentiation of "" "%e”(a*x)" ""is "" "a2*%e N (a*x)" "

HTheHH HSH Hlldifferentiation of nn H%e/\(a*x)ﬂ HHiS nn Ha/\S*O/Oe/\(a*X)H n
HTheHH H4H Hlldifferentiation of nn H%e/\(a*x)ﬂ HHiS nn Ha/\4*0/oe/\(a*x)u n

kill(all)$
y:%eMa-x)$
n:4$
for i:1 thru n do (
y1:diff(y,x,i),
print("The",i,"differentiation of ",y,"is ",y1))$
a X a .
The 1 differentiation of  %e is a %e
ax z E
The 2 differentiation of %e is a %e
ax 3 g
The 3 differentiation of %e is a 2%e
The 4 @ifferenligiipn of %eax P8 a4 %ea

Question 2: Write a maxima program to find the nth
derivative of sin(ax + b).

Program:

kill(all)$
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y:sin(a*x+b)$

n:5$

for i:1 thru n do (

y1:diff(y,x,i),

print("The",i,"differentiation of ")y,"is ",y1))$

Output:

"The"" "1" ""differentiation of "" "sin(a*x+b)" ""is "" "a*cos(a*x+b)" "
"The" "2" "'differentiation of "" ‘"sin(a*x+b)" "'is " -
a’2*sin(a*x+b)" "

"The" "3" "'differentiation of "' 'sin(a*x+b)" "is " -
a3*cos(a*x+b)" "

"The"" "4" ""differentiation of "" "sin(a*x+b)" ""is "" "a’4*sin(a*x+b)"

"The"" "3" ""differentiation of "" "sin(a*x+b)" ""is "" "aS*cos(a*x+b)"
kill(all)$
y:sin(a-x+b)$
n:5$
for i:1 thru n do (
y1:diff (y,x,i),
print("The" i,"differentiation of ",y ,"is ",y1))$

The 1 differentiation of sin(ax+b) 1is acos(ax+hb)

2
The 2 differentiation of sin(ax+b) 1is —-a sin(a x+k

3
The 3 differentiation of sin(ax+b) 1is -a cos (a x+k

4
The 4 differentiation of sin(ax+b) 1is a sin(ax+b)

5
The 5 differentiation of sin(ax+b) 1is a cos(ax+b)

Examples:Write a maxima program to find the nth
derivative of the following:

1.sinh(ax + b)

2. cosh(ax + b)
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Program 8

Finding the nth Derivative of algebraic and
logarithmic functions.

Question 1: Write a maxima program to findthe nth
derivative of algebraic function (ax + b)™.

Program:
kill(all)$
y:(a*x+b)" (m)$
n:5$
for i:1 thru n do (
y1:diff(y,x,i),
print("The",i,"differentiation of ")y,"is ",y1))$
Output:
HThe"H n 1 n lllldifferentiation Of nn Il(a*X+b)/\mll VIHiS nn
"a*m*(@a*x+b)A(m-1)" "
HThe"H H2!l lllldifferentiation Of nn ll(a*X+b) /\mll Hllis nn Ha/\2*(m_
1)*m*(a*x+b)/\(m_2)u "
"The"" "3" ""differentiation of "" "(a*x+b) m" ""is "" "aA3*(m-2)*(m-
1)*m*(a*X+b)/\(m_3)n n
"The"" "4" ""differentiation of "" "(a*x+b) m" ""is "" "a’4*(m-3)*(m-
2)*(m-1)*m*(a*x+b) N (m-4)" "
"The"" "5" ""differentiation of "" "(a*x+b) m" ""is "" "a’5*(m-4)*(m-
3)*(m-2)*(m-1)*m*(a*x+b)A(m-5)" "
Kill(all)$
y:(@-x+b)Y(m)$
n:5%
for i1 thrundo (
y1:diff(y,x,i),
print("The",i,"differentiation of ",y,"is ",y1))$

m m-1
The 1 differentiation of (ax+b) 1s am (ax+b)

m 2 m-2
The 2 differentiation of (ax+b) 1is a (m-1)m (ax+b)

m 3 m-3
The 3 differentiation of (ax+b) 1is a (m-2) (m-1)m (ax+b)

m 4 m-4
The 4 differentiation of (ax+b) is a (m-3) (m-2) (m-1) m (ax+b)

m 5 m-
The 5 differentiation of (ax+b) 1is a (m-4) (m-3) (m-2) (m-1)m (ax+b)
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Question 2: Write a maxima program to findthe nth
derivative of logarithmic function log(ax + b).

Program:

kill(all)$

y:log(a*x+b)$

n:5$

for i:1 thru n do (

y1:diff(y,x,i),

print("The",i,"differentiation of ")y,"is ",y1))$
Output:

HThe"" Hlll ""differentiation Of nn Hlog(a*x_'_b)ﬂ HHiS nn Ha/ (a*X+b)H n
"The"" "2" ""differentiation of "" "log(a*x+b)" ""is "" "-a”2/(a*x+b)"2"

"The"" "3" "'differentiation of "' ‘"log(a*x+b)" "'is "
"(2*an3)/(a*x+b)A3" "
"The" "4" "'differentiation of "' ‘'log(a*x+b)" "'is "' -
(6*ang)/(a*x+b)N4" "
"The" "5" "'differentiation of " ‘"log(a*x+b)" ""is "™
"(24*an)/(a*x+b)AS" "

kill(all)$

y:log(a-x+b)$

n:5%

for i:1 thru n do (

y1:diff(y,x,i),

print("The",i,"differentiation of ",y,"is ",y1))$

The 1 differentiation of log (a x+b) 1is

The 2 differentiation -of log(ax+b) 1is —

The 3 differentiation of log(ax+b) 1is

6 a
The 4 differentiation of log(a x+b) 1is —
(ax+b)
5
. . . . 24 a
The b5 differentiation of log(ax+b) 1is -
(ax+b)
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Program 9

Finding the nth Derivative of e**sin(bx + c)and
e**cos(bx + c).

Question 1: Write a maxima program to findthe nth
derivative of e**sin(bx + c).

Program:

kill(all)$

y:exp(a*x)*sin(b*x+c)$

n:3$

for i:1 thru n do (

y1:diff(y,x,i),

print("The",i,"differentiation of ")y,"is ",y1))$

Output:

"The"" "1" "'differentiation of "' "%e”(a*x)*sin(b*x+c)" "'is ""
"a*%eN(a*x)*sin(b*x+c)+b*%e (a*x)*cos(b*x+c)" "

"The"" "2" ""differentiation of "' "%e”(a*x)*sin(b*x+c)" ""is "' "-
bA2*%eN (a*x)*sin(b*x+c)+ar2*%e N (a*x)*
sin(b*x+c)+2*a*b*%e” N (a*x)*cos(b*x+c)" "

"The" "3" ""differentiation of "' "%e”(a*x)*sin(b*x+c)" ""is "" "-
3*a*bN2*%eN(a*x)*sin(b*x+c)+ar3*%eN (a*x)*
sin(b*x+c)-b"3*%e N (a*x)*cos(b*x+c)+3*ar2*b*%eN(a*x)*cos(b*x+c)"

killiall)$

y:exp(a-x)-sin(b-x+c)$

n:3$

for i:1 thru ndo (

y1:diff(y x,i),

print("The" j,"differentiation of ",y,"is ",y1))$

ax ax ax
The 1 differentiation of %e sin(bx+c) is a$%e sin(bx+c)+b%e cos(bx+c)

ax 2 ax 2 ax
The 2 differentiation of %e sin(bx+c) is ~-b %e sin(bx+c)+ta % sin(bx+c)+2a

ax
$e cos(bx+c)

ax 2 ax 3 ax
The 3 differentiation of %e sin(bx+c) is -3ab %e sin(bx+c)+ta % sin(bx+c)-

ax 2 ax
%e cos(bxtc)+t3a b%e cos(bxtc)

Example: Write a maxima program to findthe nth
derivative of e**cos(bx + c).
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Program 10

Finding the Taylor’s and Maclaurin’s expansions of
the given functions.

Question 1: Write a maxima program to findthe Taylor’s
and Maclaurin’s expansions of e”.

Program:

kill(all)$

y:exp(x)$

ts:taylor(y,x,2,4)$

ms:taylor(y,x,0,4)$

print("The Taylor's expansion of",y,"about x=2 is ")$
print(ts)$

print("The Maclaurian's expansion of",y,"is ")$
print(ms)$

Output:

"The Taylor's expansion of"" "%e”x" ""about x=2 is
%eN2+%eN2*(x-2)+(%eN 2% (x-2)"2) / 2+(%eN 2% (x-2)"3) / 6+(%e N 2% (x-
D)A4)/24+..." "

"The Maclaurian's expansion of"" "%e”"x" ""is

1+x+x72 [ 2+xX13 /6+xX7 4 [ 24+..." "
killall)$
y:exp(x)$
ts:taylor(y,x,2,4)$
ms:taylor(y,x,0,4)$
print("The Taylor's expansion of",y,"about x=2 is ")$
print(ts)$
print("The Maclaurian's expansion of",y,"is ")$
print(ms)$

nnn nmnon

-3
The Taylor's expansion of 3%e about x=2 is

2 2 2 3 2 4
2] 2 %e (x-2) ge (x-2) e (x-—-2)
ge +%e (x—-2)+ + +
2 6 24

X
The Maclaurian's expansion of $%e s

2 3 4

X
A, +:365F + + % amis
2 6 24

Question 2: Write a maxima program to findthe Taylor’s
and Maclaurin’s expansions of tan™!
Program:

X.
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kill(all)$

y:exp(x)$

ts:taylor(y,x,3,6)$

ms:taylor(y,x,0,6)$

print('"The Taylor's expansion of",y,"about x=3 is ")$
print(ts)$

print("The Maclaurian's expansion of",y,"is ")$
print(ms)$

Output:

"The Taylor's expansion of"" "atan(x)" ""about x=3 is
atan(3)+(x-3)/ 10-(3*(x-3)A2) / 100+(13*(x-3)"3)/ 1500-(3*(x-
3)74)/1250+(79%(x-3)"5)/ 125000-(39*(x-3)"6) /250000+..." "
"The Maclaurian's expansion of" "atan(x)" ""is "" "
X-X"3/3+xN5/5+..." "

nonn nmnon

kill(all)$
y:atan(x)$
ts:taylor(y,x,3,6)$
ms:taylor(y,x,0,6)$
print("The Taylor's expansion of",y,"about x=3 is ")$
print(ts)$
print("The Maclaurian's expansion of",y,"is ")$
print(ms)$
The Taylor's expansion of atan (x) about x=3 1is
x-3 3 (x—3)2 13 (x—3)3 3 (x—3)4 79 (x-3) 39 (x—3)6
atan (3) + — + — + -
10 100 1500 1250 125000 250000

The Maclaurian's expansion of atan (x) is

3 L)

X X

X = ——df—— e iz
3 4]

Example: Write a maxima program to findthe Taylor’s
and Maclaurin’s expansions ofl. log (x) 2. sin!x 3.

1
log (secx) 4. T
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Program 11

Finding the angle between the radius vector and
tangent.

Question 1: Write a maxima program to find the angle
between the radius vector and tangentr = a(1 — cos t).
Program:

kill(all)$

a:1$

r: a*(1- cos(t))$

d:diff(r,t)$

b:r*(1/d)$

ta:trigreduce(trigrat(b))$

print('"The tan(angle) =",ta)$

print("The angle between the radius vector and tangent is
",atan(ta))$

Output:

"The tan(angle) ="" "tan(t/2)" "
"The angle between the radius vector and

tangent is "" "atan(tan(t/2))" "

kill(alls

a1d

r-a(1- cos(t))s

d:diff(r, )

bir-(1/d)$

tatrigreduce(trigrat(n))s

print("The tan(angle) ="ta)$

print("The angle between the radius vector and tangent is " atan(ta))$

t
The tan(angle) = tan(7)
) . t
The angle between the radius vector and tangent is atan|tan i

Question 2: Write a maxima program to findthe angle
between the radius vector and tangentr = at.

Question 3: Write a maxima program to findthe angle
between the radius vector and tangentr = a(1 + cost).
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Program:
kill(all)$
a:1$
r(t):= a*(1+cos(t))$
dt:ratsimp(diff(r(t),t))$
b(t):=r(t)*(1/dt)$
ta(t):=trigreduce(trigrat(b(t)))$
print('"The tan(angle) =",ta(t))$
print("The angle between the radius vector and tangent is
",atan(ta(t)))$
al:at(ta(t),[t=%pi/2])$
print("The tan(angle) =",a1)$
d:atan2(1,a1)$
print("The angle between the radius vector and tangent
at t=pi/2 is ",d)$
Output:
"The tan(angle) ="" "-cot(t/2)" "
"The angle between the radius vector and tangent is
atan(cot(t/2))" "
"The tan(angle) ="" "-1" "
"The angle between the radius vector and tangent at
t=pi/2 is "" "(3*%pi)/4" "
s

ta(t):=trigreduce(trigrat(b(t)))$
print("The tan(angle) =" ta(t))$

nmon

print("The angle between the radius vector and tangent is " atan(ta(t)))$
at:at(ta(t),[t=%pi/2])$

print("The tan(angle) =",a1)$

d:atan2(1,a1)$

print("The angle between the radius vector and tangent at t=pi/2 is ",d)$

t
The tan(angle) = fcot(7]

The angle between the radius vector and tangent is fatan(cot(—]]

The tan(angle) = -1

The angle between the radius vector and tangent at t=pi/2 is
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Program 12

Finding the curvatures of the given curves.

Question 1: Write a maxima program to find the radius
of curvature and curvature of the curvey? = 4ax at x =

land a = 1.

Program:

kill(all)$

a:13

y:sqrt(4*a*x)$

y1:ratsimp(diff(y,x,1))$

y2:ratsimp(diff(y,x,2))$
rc:ratsimp((1+y1°2)M3/2)/y2)$

k:ratsimp(1/rc)$

print('Radius of curvature at any point is ",rc)$
print("Radius of curvature at x=1 is ",at(rc,[x=1]))$
print("Curvature of the curve at any point is ",k)$
print("Curvature of the curve at x=1 is ",at(k,[x=1]))$
Output:

"Radius of curvature at any point is
27 xMN3/2)*((x+1)/x)*3/2)" "

"Radius of curvature at x=1 is "" "-27(5/2)" "
"Curvature of the curve at any point is
1/(2*x"(3/2)*((x+1) /x)*(3/2))" "

"Curvature of the curve at x=11is "" "-1/27(5/2)" "

kill(al)$

a:1$

yisqrt(4-a-x)$

y1:ratsimp(diff(y,x,1))$

y2:ratsimp(diff(y,x,2))$
rcratsimp((1+y1/2)N(3/2)/y2)$

k:ratsimp(1/rc)$

print("Radius of curvature at any point is ",rc)$
print("Radius of curvature at x=1 is ",at(rc,[x=1]))$
print("Curvature of the curve at any point is ",k)$
print("Curvature of the curve at x=1 is ",at(k,[x=1]))$

"n

nn

372
Radius of curvature at any point is —2 5% (

x+1Y3/2
X

5/2
Radius of curvature at x=1 1is =2

1
Curvature of the curve at any point 1is -

Curvature of the curve at x=1 is =
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Question 2: Write a maxima program to find the radius
of curvature and curvature of the curvevx + ﬁ = lat

11
G2)
Program:
kill(all)$
y:(1-sqrt(x))*2$
y1:ratsimp(diff(y,x,1))$
y2:ratsimp(diff(y,x,2))$
rc:ratsimp((1+y1°2)73/2)/y2)$
k:ratsimp(1/rc)$
print("Radius of curvature at any point is ",rc)$
print("Curvature of the curve at any point is ",k)$
print("Radius of curvature at x=1/4 & y=1/4 is
"at(rc,[x=1/4,y=1/4]))$
print("Curvature of the curve at (1/4,1/4) is
"at(k,[x=1/4,y=1/4]))$
Output:
"Radius of curvature at any point is "" "2*(-(-
2*x+2*sqrt(x)-1) /x)N3/2)*xMN3/2)" "
"Curvature of the curve at any pointis "" "1/(2*(-(-
2*x+2*sqrt(x)-1)/x)N3/2)*xMN3/2))" "

"Radius of curvature at x=1/4 & y=1/41is "" "1 /sqrt(2)" "
"Curvature of the curve at (1/4,1/4) is "" "sqrt(2)" "
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Killcall)$
y:(1-sqrt(x))28
y1ratsimp(ciff(y x,1))$

y2:ratsimp(ciff(y x,2))$

reratsimp((1+y142)43/2)1y2)$

keratsimp(1/rc)$

print("Radius of curvature at any point s " rc)$
print("Curvature of the curve at any pointis " k)$

print("Radius of curvature at x=1/4 & y=1/4 is " at(rc,[x=1/4,y=1/4]))$
print("Curvature of the curve at (1/4,1/4) is " at(k,[x=1/4,y=1/4]))$

-2x+24/%x-1 )3/2 3/2
—_— X

Radius of curvature at any point is 2(—
X

il

-2x+2,/x-1Y3/2 372
2]~ X

Curvature of the curve at any point is

X
: , 1
Radius of curvature at x=1/4 & y=1/4 is 7

Curvature of the curve at (1/4,1/4) is \/5

Question 3: Write a maxima program to find the radius
of curvature and curvature of the curvex® + y3 —3axy =

Oat (3a 3—a).

2772
Program:
kill(all)$
f(x,y):=x"3+y"3-3*a*x*y$
fx:ratsimp(diff(f(x,y),x,1))$
fxx:ratsimp(diff(f(x,y),x,2))$
fy.ratsimp(diff(f(x,y),y,1))$
fyy:ratsimp(diff(f(x,y),y,2))$
fxy:ratsimp(diff(fy,x,1))$
rc:ratsimp(-
(fxA2+fyA2)N (3 / 2) / (fxA2*fyy 2 * fx* fy * fxy +fy A 2*fxx)) $
k:ratsimp(1/rc)$
print('fx=",fx,"fy=",fy,"fxy=",fxy,"fxx=",fxx,"fyy=",fyy)$
print("Radius of curvature at x=3a/2 & y=3a/2 is
",at(rc,[x=3%a/2,y=3%a/2]))$
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print("Curvature of the curve at (3a/2,3a/2) is
"at(k,[x=3*a/2,y=3%a/2]))$

Output:

"fx="" "3*xN2-3*a*y" "'fy="" "3*yN2-3*a*x" ""fxy="" "-3*a"
"fxx="""6*x" ""fyy="""6%y" "

"Radius of curvature at x=3a/2 &y=3a/2 is "" "-
(3*a)/27(7/2)" "

"Curvature of the curve at (3a/2,3a/2) is " -
27(7/2)/(3*a)" "

Kill(all)$

f(x,y)=xA3+yA3-3-a-x-y$

fxcratsimp(diff(f(x,y).x,1))$

fxxratsimp(diff(f(x,y),x,2))$

fyratsimp(diff(f(x,y),y,1))$

fyy:ratsimp(diff(f(x,y).y,2))$

fxy:ratsimp(diff(fy,x,1))$
reratsimp(=(fxA2+yr2)7(3/2)/ (kA2 fyy=2-fx-fy-fxy+yr2-fxx))$
k:ratsimp(1/rc)$

print("fx=",fx,"fy="fy,"fxy=",fxy,"fxx="fxx,"fyy="fyy)$

print("Radius of curvature at x=3a/2 & y=3a/2 is " at(rc,[x=3-a/2,y=3-a/2]))$
print("Curvature of the curve at (3a/2,3a/2) is " at(k,[x=3-a/2,y=3-a/2]))$

2 2
fx= 3x -3ay fy= 3y -3ax fxy= -3a fxx= 6x fyy= 6y

3a
Radius of curvature at x=3a/2 & y=3a/2 is S

7/2
Curvature of the curve at (3a/2,3a/2) is - P

a
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Il SEMESTER

Theory Based Practical’s On Algebra-II and Calculus-II

Lab Practical’s:

Part A:

1.
2.

Program for verification of binary operations.
Computation of identity and inverse elements of a

group.

. Program to construct Cayley’s table and test abelian

for given finite set.

. Program to find all possible cosets of the given finite

group.

. Program to find generators and corresponding

possible subgroups of a cyclic group.

. Programs to verification of Lagrange’s theorem with

suitable examples.

Part B:

7.

8.

9.

Program to verify the Euler’s ¢ function for a given
finite group.

Program to verify the Euler’s theorem and its
extension.

Programs to construct series using Maclaurin’s
expansion for functions of two variables.

10. Program to evaluate the line integrals with constant

and variable limits.

11. Program to evaluate the Double integrals with

constant and variable limits.

12. Program to evaluate the Triple integrals with

constant and variable limits.
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Program 1

Program for verification of Binary operation.
A binary operation * in a set ¢ is a mapping *: ¢ X G = G.
Question 1: Write a maxima program to verify addition
modulo 6 i.e. G ={0,1,2,3,4,5} is a binary operation or
not.
Program:

kill(all)$

S:{0,1,2,3,4,5}%

bo(a,b):=mod(a+b,6)$

flag:1$

for a in S do(

for bin S do (

if not elementp(bo(a,b),S) then flag:0 ))$

if flag = 1 then

disp("Given operation is a binary operation")

else

disp('Given operation is not binary operation")$
Output:

"Given operation is a binary operation”
kill(all)$
S$40,1,2,3,4,5}%
bo(a,b):=mod(a+b,6)$
flag:1$
for ain S do(
for bin S do (
if not elementp(bo(a,b),S) then flag:0 ))$
if flag = 1 then
disp("Given operation is a binary operation")
else
disp("Given operation is not binary operation")$

Given operation is a binary operation

Examples:Verify binary operations for the {following
group

1.6 = {0,1,2} under addition modulo 3
2.G = {0,1,2,3} under addition modulo 4
3.6 = {0,1,2,3,4,5,6} under multiplication modulo 7
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Program 2

Computation of identity and inverse elements of a
group.
» An element e is called an identity element of the non-
empty set Gif Va € G = a*xe = exa = a.
> An element a~! is the inverse of an element a in G if
VaeEG=>a*xa ! =al*xa = e

Question 1: Write a maxima program to find the identity
and inverse element of the group z={1,5,7,11} under
multiplication modulo 12.
Program:

kill(all)$

z:{1,5,7,11}$

bo(a,b):=mod(a*b,12)$

e:a$

fori in z do

(

flag:1,

for jin z do

ifbo(i,j)#j and bo(j,i)# j then

flag:0,

if flag=1 then

e:l

)$

if e # x then

print("The identity element is",e)

else

print("The identity element does not exist")$

w: {}$

fori in z do

(

for jin z do

ifbo(i, j)=e or bo(j, i)=e then

(

print("Inverse of",i,"is",j),

w :adjoin(i,w)
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)
)$
ifsetequalp(z,w) then
print("Inverse law is satisfied")
else
print('inverse law is not satisfied")$
Output:
"The identity element is"" "1" "
"Inverse of"" "1" ""is"" "1" "
"Inverse of"" "5" ""is"" "5" "
"Inverse of"" "7" ""is"" "7" "
"Inverse of"" "11" ""is"" "11" "
"Inverse law is satisfied"" "
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kill@all)$

z:{1,5,7,111%
bo(a,b):=mod(a-b,12)$

e:a$

foriinzdo

(

flag:1,

for jinzdo

if bo(i,j)# and bo(j,))# j then
flag:0,

if flag=1 then

e

)$

if e # x then

print("The identity element is",e)
else

print("The identity element does not exist")$
w{}$

foriinzdo

(

forjinzdo

if bo(i, j)=e or bo(j, i)=e then

(

print("Inverse of",i,"is"})),

w :adjoin(i,w)

)

)$

If setequalp(z,w) then
print("Inverse law is satisfied")
else

print("inverse law is not satisfied")$

The identity element is 1
Inverse of 1 45 1
Inverse of 5 1is 5
Inyerse ©oF J 18 ¥
Inverse of 11 1is 11
Inverse law 1s satisfied
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Examples:Write a maxima program to find the identity
and inverse element of the following group:

1.6 ={0,1,2,3,4}under addition modulo 5.

2.6 = {2,4,6,8}under multiplication modulo 10.

3.Zs - {0} under multiplication modulo 5.

4. G = {1,3,7,9}under multiplication modulo 10.

5. (Z;,+7).
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Program 3

Program to construct Cayley’s table and test abelian
for given finite set.

» If G is a finite group with the binary operation *, the
Cayley table of ¢ is a table with rows and columns
labelled by the elements of the group. If entry in the
row is g and column is h, then corresponding entry of
table is g * h.

» A group G with binary operation x, is said to be
abelian group if Va,b € G,a*b = b xa.

» Group is abelian if Cayley table is symmetric along its
diagonal axis.

Question 1: Write a maxima program to construct

Cayley’s table and test abelianfor (Z3, +3)

Program:

kill(all)$

z:{0,1,2}$

print('Given set is",z)$

n:3$

CT:zn_add_table(n)$

print("Cayley's table under addition modulo 3 is",CT)$

TCT:transpose(CT)$

print('"The transpose of matrix CT is",TCT)$

if CT=TCT then

disp("Cayley table is symmetric, Group is abelian")

else

disp('Cayley table not is symmetric, Group is not

abelian")$

Output:

"Given set is"" "{0,1,2}" "

"Cayley's table under addition modulo 3 is

0, 1, 2],
1, 2, o],
2, O, 1]

mnm.n

matrix(

)ll "
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nnn

"The transpose of matrix CT is"" "matrix(

[07 1: 2]7

[1, 2, O],

[2, O, 1]
)H n

"Cayley table is symmetric, Group is abelian"
kill@all)s
z{0,1,2}$
print("Given set is",z)$
n:3$
CT:zn_add_table(n)$
print("Cayley's table under addition modulo 3 is",CT)$
TCT:transpose(CT)$
print("The transpose of matrix CT is", TCT)$
if CT=TCT then
disp("Cayley table is symmetric, Group is abelian")
else
disp("Cayley table not is symmetric, Group is not abelian")$

Given set is {0,1,2}
Cayley's table under addition modulo 3 is [1 2 0

01 2

The transpose of matrix CT is |1 2 0
z2 @ 1

Cayley table is symmetric, Group 1s abelian

Examples:

1. Construct(Zg, +g)
2. Construct (Z12, +12)
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Program 4

Program to find all possible cosets of the given finite
group.
» Let H be any subgroup of a group ¢ and a be any
element of G. Then the set,Ha = {ha: heH} is called
right coset of H in G genarated by a and the set
aH = {ah: heH}is called left coset of H in G genarated
by a with respect to multiplicative binary operation.
» H+a={h+a: heH }is right cosetand a+ H ={a+ h:
heH} is left coset of H with respect to additive binary
operation.
Question 1: Write a maxima program to find all distinct
left cosest of the subgroup H = {0 , 4 , 8} in the group
(Z12, +12) and find the index.
Program:

kill(all)$

G:{0,1,2,3,4,5,6,7,8,9,10,11}$

H:{0,4,8}$

bo(x,y):=mod(x+y,12)$

c:{$

fori in G do(

s,

for jin H do

s: adjoin(bo(j,i),s),

c: adjoin(s,c))$

print('Left cosets= ",c)$

print("The index of H in G is", cardinality(c))$
Output:
"Left cosets="" "{{0,4,8},{1,5,9},{2,6,10},{3,7,11}}" "
"The index of H in G is"" "4" "
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killall)$

G{0,1,2,3,4,5,6,7,8,9,10,11}$

H:{0,4,8}$

bo(x,y):=mod(x+y,12)$

c{}$

foriin Gdo

(

s{},

forjinH do

s: adjoin(bo(j,i),s),

c: adjoin(s,c)

)5

print("Left cosets=",c)$

print("The index of H in G is", cardinality(c))$
Left cosets= {{0,4,8},{1,5,9},{2,6,10},{(3,7,11}}
The index of H in G is 4

Examples:
1. Find all the rightcosets of the subgroup H = {0,3} in
the group (Zg, +¢).
2. Find all the distinct cosets of H = {0,3,6}in (Zy, +9).
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Program 6

Programs to verification of Lagrange’s theorem with
suitable examples.

LagrangesThoerem: IfH is a sunbgroup of finite graoup
G, thenO(H) divides 0(G).

Question 1: Write a maxima program toverification of
Lagrange's theorem = with G ={1,—1,i,—i}subsetH =
{1,—1}ofG under multiplication.

Program:
kill(all)$
G:set(1, -1, %i, -%i)$
print("Group G =",G)$
H:set(1, -1)$
print("Sub group H =",H)$
n:length(G)$
print('Order of group G = O(G)=",n)$
m:length(H)$
print("Order of sub group H = O(H)=",m)$
r: mod(n,m)$
if r=0 then
disp("O(H) devides O(G), Lagrange's theorem
verified")
else
disp('Lagrange's theorem is not verified")$
"Group G ="" "{-1,1,-%i,%i}" "
"Sub group H ="" "{-1,1}" "
"Order of group G = O(G)="""4""
"Order of sub group H = O(H)="""2""
"O(H) devides O(G), Lagrange's theorem verified"
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killall)$

Gset(1, -1, %i, -%i)$

print("Group G =",G)$

H:set(1, -1)$

print("Sub group H =",H)$

n:length(G)$

print("Order of group G = O(G)=",n)$

m:length(H)$

print("Order of sub group H = O(H)=",m)$

r: mod(n,m)$

if r=0 then

disp("O(H) devides O(G), Lagrange's theorem verified")
else

disp("Lagrange's theorem is not verified")$

Group G = {-1,1,-%1,%1i}

Sub group H = {-1,1}

Order of group G = 0(G)= 4

Order of sub group H = O(H)= 2

O(H) devides 0O(G), Lagrange's theorem verified

Examples:Verify Lagrange's theorem for the following:
1. 6 ={1,-1,i,—i}is a group and subset H = {1,i}under
multiplication.
2. G ={1,—-1,i,—i}is a group and subset H = {1, —i}under
multiplication.
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Program 7

Program to verify the Euler’s ¢ function for a given
finite group.

Euler’s number:Let @ (1) = 1, and for any integer n > 1,
let @ (n) denote the number of positive integers less than
n and relatively prime to n.

n 1| 2 3 4 S 6 7 9 10

Positive
integers
less than 13 1,2, 1,2, 1.3
n and| 1 1 11,2 1,3 ’4 11,5 3,4, | 4,5, 7’ 9’
relatively 5,6 | 7,8 ’
prime to
n.

? (n) 1 1 2 2 3 2 §) 6 4

Theorem: The set of all positive integers lessthan n and
relatively prime to n form a group under multiplication modulo n.

Example:¢G = {1, 2, 3, 4, 5, 6} is a group under multiplication
modulo 7.

Euler’s Theorem: Let a and n be integers such that
n > 0and gcd(a,n) = 1. Then a®™ = 1 (mod n).

Question 1: Write a maxima program to verify the Euler’s ¢
function for a given finite group ¢ = {1, 2, 3, 4, 5, 6} under
multiplication modulo 7.

Program:
kill(all)$
G:[1, 2, 3, 4, 5, 6]$
n:7$
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flag:1$

print('Given group G=",G)$
print('n=",n)$

@:length(G)$

print("O(G)= ¢(10)=",¢)$

fori thru length(G) do(

if not mod(G[i]*@,n)=1 then flag:0)$
if flag=1 then

print ("Euler's theorem is verified")
else

print("Euler's theorem is not verified")$

Output:
"Given group G="""[1,2,3,4,5,6]" "

Hn=HH H7H "
HO(G)= (p(lo)zllﬂ H6H "

"Euler's theorem is verified"" "
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kill(all)$

G[1,2,3,4,5, 6]%

n:7$

flag:1$

print("Given group G=",G)$
print("n=",n)$

¢:length(G)$

print("O(G)= ¢(10)=",9)$

for i thru length(G) do(

if not mod(G[ij*@,n)=1 then flag:0)$

if flag=1 then

print ("Euler's theorem is verified")
else

print("Euler's theorem is not verified")$
Givich gromp 6= [152; 3,45 5,%]
n= 7

QiG)= w(ld)= &

FEuler's theorem is verified

Examples:Write a maxima program to verify the Euler’s ¢
function for a given finite group

1.6=1{1,2, 4, 5, 7, 8 under multiplication modulo 9.
2. G = {1, 5} under multiplication modulo 6.
3. G = {1, 3} under multiplication modulo 4.
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Program 8

Program to verify the Euler’s theorem and its
extension.

Homogeneous Function: A function u = f(x,y) is said to
homogeneousfunctionof degreen in x &y if anyone the
following condition satisfies:

i) f(x,y) =x"F G)for some function F.
(i) f(x,y) =y"F (i)for some function F.
(iif) f(tx, ty) = t"f (x, y).

Euler’s Theorem: If u=f(x,y) is a homogeneous
function of degree n in x & y, then

ou

ou .
xa+y5—n-u.Thatlsxux+yuy—n-u.

Question 1: Verification of Euler’s theorem for given
homogeneous function u = ax? + 2hxy + by?.

Program:

kill(all)$
u:a*x*x+2*h*x*y+b*y*y$
print("u = ",u)$

n:2$

ux:diff(u,x,1)$
uy:diff(u,y,1)$

print("ux =",ux)$
print("uy =",uy)$
lhs:ratsimp (x*ux+y*uy)$
rhs:ratsimp(n*u)$
print("LHS =",1hs)$
print("RHS =",rhs)$

if lhs=rhs then
print("Euler’s Theorem is verified")
else
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print("Euler’s Theorem is not verified")$

Output:
uu — " nb*y/\2+2*h*x*y+a*x/\2u "
qu —nn n2*h*y+2*a*xu "

uuy —nn n2*b*y+2*h*xn "
'LHS ="" "2*b*yA2+4*h*x*y+2%a*x 2" "
"RHS ="" "2*b*y \2+4*h*x*y+2*a*x 2" "

kill(all)$
u:a-x-x+2-h-x-y+b-y-y$
print("u =",u)$

n:2%

ux:diff(u,x,1)$

uy:diff(u,y,1)$

print("ux =",ux)$

print("uy =",uy)$
lhs:ratsimp(x-ux+y-uy)$
rhs:ratsimp(n-u)$

print("LHS =",ns)$

print("RHS ="rhs)$

if Ins=rhs then

print("Euler's Theorem is verified")

else

print("Euler’s Theorem is not verified")$
2 2

u= by +t2hHhxy+tax

g = LA+ am
uy = 2by+2hx

2 2
GHS = 2y +48xy+2a8x

2 2
RHS = Z2by +4d B8R F+aax

Fuler’s Theorem is verified

Il SEMESTER

Examples: Verification of Euler’s theorem for following

homogeneous functions:

X
1.u=—y
x+y
x3+ 3
2.uU = Y
x+y

BLDEA’s SB Arts and KCP Science College, Vijayapur
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3.u =sin™! (g) + tan™? (%)

_ x34xly—xy?+2y3

4.u=

x+y

Euler’s Extension Theorem: If u=f(x,y) is a
homogeneous function of degree n in x & y, then
d%u 0%u d%u

2—+2 2 _— = - 1) u.
X 6x2+ xy6x6y+y 352 nn—1)u

That isx*uyy + 2xyuy, + y*u,, =nn —1) - u.

Question 2: Verification of Euler’s Extension theorem for
given homogeneous function u = ax? + 2hxy + by?.

Program:

kill(all)$
u:a*x*x+2*h*x*y+b*y*y$
print('u = ",u)$

n:2$

ux:diff(u,x,1)$
uy:diff(u,y,1)$
uxx:diff(ux,x,1)$
uyy:diff(uy,y,1)$
uxy:diff(uy,x,1)$
print("ux =",ux)$
print("uy =",uy)$
print("'uxx =",uxx)$
print("uyy =",uyy)$
print('uxy =",uxy)$
lhs:ratsimp (x*x*uxx+2*x*y*uxy+y*y*uyy)$
rhs:ratsimp(n®(n-1)*u)$
print("LHS =",1hs)$
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print("RHS =",rhs)$
if lhs=rhs then
print("Euler’s Extension Theorem is verified")

else
print("Euler’s Extension Theorem is not verified")$
Output:
"u="""b*y 2+2*h*x*y+a*x/ 2" "
"ux ="" "2*h*y+2*a*x" "
"uy =" "2*b*y+2*h*x" "
"uxx ="""2*a" "
"uyy ="" "2*pb" "
"uxy ="" "2*h" "

"LHS ="" "2*b*yN2+4*h*x*y+2*a*xA\2" "
"RHS ="" "2*b*yA2+4*h*x*y+2*a*xN2" "
"Euler’s Extension Theorem is verified""
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kill(all)$
u:a-x-x+2-h-x-y+b-y-y$
print("u = ",u)$
n:2%
ux:diff(u,x,1)$
uy:diff(u,y,1)$
uxx:diff(ux,x,1)$
uyy:diff(uy,y,1)$
uxy:diff(uy,x,1)$
print("ux =",ux)$

print("uy =",uy)$

print("uxx =",uxx)$

print("uyy =",uyy)$

print("uxy =",uxy)$
Ihs:ratsimp(X-X-uxx+2-x-y-uxy+y-y-uyy)$
rhs:ratsimp(n-(n-1)-u)$

print("LHS =",lhs)$

print("RHS ="rhs)$

if Ins=rhs then

print("Euler’s Extension Theorem is verified")

else

print("Euler’s Extension Theorem is not verified")$

2 2
u= by +2hxy+ax

ux = 2hy+2ax
uy = 2by+2hx

uxx = 2a
uyy = 2b
uxy = 2 h

2

2
2by t+4hxyt2Z2ax

2 2
RHS = 2by +4hxy+2ax

Euler’s Extension Theorem is verified

LHS

Examples: Verification of Euler’s Extension theorem for
following homogeneous functions:

x3+ 3
l.u= Y

x+y

. X _
2.u =sin1 (—) + tan~! (Z)

y X
3y = x3+x2y—xy?+2y3
) x+y

4.u=x3+y3
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Program 9

Program to construct series using Maclaurin’s
expansion for function of two variables.
Question 1: Write a maxima program to find Maclaurin’s

expansion of u = e* cosy.

Program:
kill(all)$
u:%eN(x)*(cos(y))$
print("The Maclurian's expansion of",u," is")$
s:taylor(u,[x,y],0,4)$
print(s)$
Output:
"The Maclurian's expansion of"" "%e” x*cos(y)" "" is"" "
1+x+(xN2-yN2) [ 2+(xA3-3*yN2*X) [ 6+ (x4 -

6*yA2*XA2+yAG) [ 24+, "
kill(all)$
u:%eN(x)-(cos(y))$
print("The Maclurian's expansion of",u," is")$
s:taylor(u,[x,y],0,4)$

print(s)$
X
The Maclurian's expansion of %e cos (y) is
2 2 3 2 4 2 2 4
X -y X =3 % X -6y X +y
1+x+ + +
6 24

Examples:Write a maxima program to find Maclaurin’s
expansion for following functions:

l.u=-e*log(1+y)

2.u=e@+y)

3.u =sin(x +y)
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Program 10

Program to evaluate the line integrals with constant
and variable limits.
Question 1: Write a maxima program to evaluate line

integral with constant limits fc y dx — x dy along the curve
c:y = x? from (0,0) to (1,1).

Integration Differential  Constant of

Program: symbck‘ ;f X integlr'ation
kill(all)$ |
depends (y,x)$ / flx) dx = F(x) +C
y:x"2$ 4 T

Integrand:y*diff(x,x)-x*diff(y,x)$
l:integrate (Integrand,x,0,1)$
print("Integrand =",Integrand)$
print("Integral value = ",I)$

Output:

"Integrad ="" "-xA2" "

"Integral value"" "-1/3" "

kill(all)$

depends (y,x)$

y:x"2%
Integrand:y-diff(x,x)—x-diff (y,x)$
l:integrate (Integrand,x,0,1)$
print("Integrand =",Integrand)$
print("Integral value ="1)$

b4
Integrand = —-Xx

One

Integrand antiderivative

1
Integral value = "z

Examples:Write a maxima program to evaluate following
line integral with constant limits:
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1. [ (3x +y)dx + (2y — x)dy along the curve y =x*+1
form (0,1) to (3,10).

2.[ (2xy—1dx+ (x*+1)dy along the parabola
y =x+ 1 form (0,1) to (2,3).

3. fc (x + y)dx + (y — x)dy along the parabola y%=x

form (1,1) to (4, 2).
Question 2: Write a maxima program to evaluate line

integral with variable limits| xydx+x*zdy+xyzdz
along the curve c:x = e,y =e f,z=t?and 1 <t < 2.
Program:

kill(all)$

depends([x,y,z],t)$

x:%e M$

y:%eN(-1)$

z:t"2$

Integrand: x*y* diff(x,t)+x/2*z*diff(y,t)+x*y*z*diff(z,t)$

I:integrate(Integrand,t,1,2)$

print('Integrand =",Integrand)$

print('Integral value = ",I)$

Output:
"Integrand ="" "-t"2*%e M+ %eNMt+2*EA3" "
"Integral value = "" "-(2*%e”2-15)/2" "
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kill(all)$

depends([x,y.z].t)$

X:%eN$

y:%eMN-1)$

zt"2%

Integrand: x-y- diff(x,t)+x"2-z-diff(y,t)+x-y-z-diff(z,t)$
l:integrate(Integrand t,1,2)$

print("Integrand =" Integrand)$

print("Integral value =" 1)$

7S - E g

Integrand = -t %e +3%e +2 ¢t
g

& e —1.5
Integral value = - 5

Examples:Write a maxima program to evaluate following
line integral with variable limits:

1. [ (3x — 2y)dx + (y + 22)dy — x* dzwherec is the curve
given by x =t,y=2t%,z=3t3and 0 <t < 1.

2. [ (x*—y)dx + (y* + x)dywherec is the curve given by
x=ty=t’+1and0<t<1.

3. fc x dx — y dyalong the circle c:x = acost,y =1+ sint
and —% <t<0.
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Program 11

Program to evaluate the double integrals with
constant and variable limits.

Question 1: Write a maxima program to evaluate double
integral with constant limits fol foz x3eYdx dy.

Program:

(%i4)

kill(all)$

Integrand:x"3*%e" (y)$
I:integrate(integrate(Integrand,x,0,2),y,0,1)$
print('Integrand =",Integrand)$
print('Integral value = ",I)$

Output:

"Integrand ="" "x"3*%e/y" "

"Integral value = "" "4*(%e-1)""
kill(all)$

Integrand:x*3-%e’(y)$
lintegrate(integrate(Integrand,x,0,2),y,0,1)$
print("Integrand =",Integrand)$
print("Integral value =" 1)$

Integrand = x 3%e

Integral value = 4 (%e—1)

Examples:Write a maxima program to evaluate following
double integral with constant limits:

2
1. fol Jy e+ y)dxdy

2. foa fob(x2 + y%)dydx
3. [2 J¢sinxcosy dxdy
4. fol fol ~_dxdy

(x+y+1)

5. f: ff(xy + e¥)dxdy
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Question 2: Write a maxima program to evaluate double
integral with variable limits [ 14 [ Ox xy dy dx.
Program:
kill(all)$
Integrand:x*y$
I: integrate(integrate(Integrand,y,0,x),x,1,4)$
print('Integrand =",Integrand)$
print('Integral value = ",I)$
Output:
"Integrand ="" "xX*y
"Integral value = "" "255/8" "
kill(all)$
Integrand:x-y$
| integrate(integrate(Integrand,y,0,x),x,1,4)$
print("Integrand =",Integrand)$
print("Integral value =" )$

Integrand = Xy

nn

2855

8

Examples:Write a maxima program to evaluate following
double integral with variable limits:

1 flfV1+x2 dydx
“Jo Yo 1+x2+y2

2
2. foz fox x(x? + y?)dydx
3. foa Jy at-x? Ja? —x? — y2dydx
4.f0nfosmy dxdy

5. fol foyz evdydx

Integral value =

BLDEA’s SB Arts and KCP Science College, Vijayapur Page 26



Il SEMESTER

Program 12

Program to evaluate the triple integrals with constant
and variable limits.
Question 1: Write a maxima program to evaluate triple
integral with constant limits [ 12 fol f_ll(x2 + y2 + z%)dx dy dz.
Program:
(%i4) kill(all)$
Integrand:x"2+y"2+z 23
[:integrate(integrate(integrate(Integrand, x, -
1,1),y,0,1),2,1,2)$
print('Integrand =",Integrand)$
print('Integral value = ",I)$

Output:
"Integrand ="" "zA2+yA2+x/"2" "
"Integral value ="" "6" "
kill(all)$

Integrand: x"2+y"2+z"23
lintegrate(integrate(integrate(Integrand,x,-1,1),y,0,1),z,1,2)$
print("Integrand =",Integrand)$

print("Integral value = " 1)$

F B B
Integrand = z +y +X

Integral value = 6

Examples:Write a maxima program to evaluate following
triple integral with constant limits:

1. fll fol fol eXtVtZdx dy dz
2. flfzfgxzyzdxdydz
3. ff f—dxdydz

4. 22 (; 2 +2) dz dy dx
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Question 2: Write a maxima program to evaluate triple
integral with variable limits f_ll foz J x_JrZZ(x +y+2z)dxdydz

X

Program:
kill(all)$
Integrand:x+y+z$
[:integrate(integrate(integrate(Integrand,x,x-z
,X+2),y,0,2),2,-1,1)$
print('Integrand =",Integrand)$
print('Integral value = ",I)$

Output:

"Integrand ="" "z+y+x" "

"Integral value = "" "(8*x+3)/6-(4*x-9)/6" "
kill(all)$

Integrand:x+y+z$
lintegrate(integrate (integrate(Integrand,x,x-z,x+z),y,0,z),z,-1,1)$
print("Integrand =",Integrand)$
print("Integral value ="1)$
Integrand = z+y+x
8x+9 8x=9

Integral value = +
1.7 1.2

Examples:Write a maxima program to evaluate following
triple integral with variable limits:

1. fll fol fol eXtVtZdx dy dz

2. foa f:az_xz fo\/az_xz_yz xyz dz dy dx
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Program I: Verification of Exact Differential Equation.
Maxima code to verify the exactness of the differential equation

(x? —ay)dx — (ax —y*)dy =0.

kill(all)$
z:(x"2—a'y)-dx—(a-x—y"2)-dy$
m:coeff(z,dx)$

n:coeff(z,dy)$

print("M=",m)$

print("N=",n)$
my:ratsimp(diff(m,y))$
nx:ratsimp(diff(n,x))$

print("Partial derivative of m wrt y=",my)$
print("Partial derivative of n wrt x=",nx)$
ny:coeff(n,x,0)$
intm:integrate(m,x)$
intn:integrate(ny,y)$

if(my=nx) then

(

disp("The given equation is exact"),
zs:Intm-+intn,

print("The solution is:"),

disp(zs+c)

)

else

disp("The given equation is not exact");
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Output:
M = (x* — ay)
N = (ax — y?)
Partial derivative of m wrt y=-a
Partial derivative of n wrt x= -a
The given equation is exact
The solution is:
y3_3 —axy + x; +c

Example:

1. Solve (3x% + 6xy?)dx + (6xy? + 4y3)dy =0
2. Solve (a? — 2xy — y?)dx + (x + y)?dy = 0

3. Solve sec?xtanydx + sec*tanxdy = 0
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Program II: Solution of differential equations that are solvable for x.
Maxima code to find the solution of the differential equation x = y + p.
kill(all)$

X:y+p$

X(y)=y+p(y)$

d:diff(x(y),y)$

eq:1/p-d$

q:solve(eq,'diff(p(y),y,1))$

print(q)$

soll:integrate(1,y)=-integrate((p/(p-1)),p)+c$

print("The parametric solution of the given problem is x=",x,"and",sol1)$

Output:
p—1

[diyp(}’) = —T

The parametric solution of the given problemisx =y +pandy = —p —log(p — 1) + ¢

Example:

1. Solvey = 2px + y?p?
2. Solvey — 2px+yp? =0
3. Solve y%logy = xpy + p?
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Program III: Solution of differential equations that are solvable for y.

Maxima code to find the solution of the differential equation y = sinp — pcosp
kill(all)$

y:sin(p)—p-cos(p)$

y(x):=sin(p(x))—p(x)*cos(p(x))$

d:diff(y(x),x)$

q:p(x)—d$

solve(q,'diff(p(x),x,1))$

sol:integrate(1,x)=integrate(sin(p),p)+c$

—n

print("The parametric solution y=",y,"and",sol)$

Output:

The parametric solution y = sinp — pcosp and x = ¢ — cos(p)

Examples:
1. Solvey = 2px + p*x?
2. Solvey = —px + x*p?

3. Solvey = 2px — p?
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Program IV: Solution of differential equations that are solvable for p.
Maxima code to find the solution of the differential equation x*p? + xyp — 6y* = 0
kill(all)$

equ:x2-p2+x y p—6-y*2$

solve(equ,p)$

r:subst(p="diff(y,x),%)$

rl:x[1]$

ode2(rl,y,x)$

sol1:(1hs(%)-rhs(%))$

r2:r[2]$

ode2(r2,y,x)$

so0l12:(1hs(%)—rhs(%))$

print("The complete solution is:",sol1-s012=0)$

Output:

%c

The complete solution is: (y N x—3) (v — %cx?) =0

Examples:
1. Solvep®’+p=6
2. Solvep?—5p—6=0

3. Solvep? —7p+12=0
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Program V: To find the singular solution by using Clairaut’s form.

Maxima code to find the solution of the differential equation y = px — S.

kill(all)$

A:y—p-x—a/p$

B:subst(p=c,A=0)$

print("The general solution is",B)$
C:diff(A,p)$

D:solve(C,p)$

a:2$

print("The singular solution is")$
for 1:1 thru length(D) do(
E[1]:subst(p=rhs(DJ[i]),A=0),

disp(radcan(E[i])));

Output:

The general solution is y — cx — % =0

The singular solution is

y+2Vavx =0
y—2Javx =0
Examples:

1. Find the general solution of p = log(y — px)
2. Find the general solution of sinpxcosy — cospxsiny = p

3. Find the general solution of(x* — 1)p? — 2xyp + y* — 1 =0
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Program VI: Examining the Convergence of the Sequence.

n
Maxima code to check the convergence of xn=(1 + %) :

kill(al)$

xn:(1+1/n)"n;

lim:limit(xn,n,inf);

if abs(lim)=inf then

print("sequence is divergent")

elseif abs(lim)#inf and abs(lim)#ind then
print("sequence is convergent")

else

print("Sequence is oscillatory")$

Output:

Sequence is convergent

Examples:

2n+3
3n+4

2. 1-2

n

3n+4
2n+1
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Program VII :Verification of Exponential Series.
3
Maxima code to verify the exponential series :},_; (%)

kill(all)$

load("simplify sum")$
u(n):=n"3/factorial(n)$
S:sum(u(n),n, 1,inf)$

print("The given series is:", S)$
sl:simplify _sum(S)$

print("Sum of the series",s1)$

Output:
. . . 1’13
The given series is:),,—4 (;)

Sum of the series is 5%e

Examples:

. 2Tl—1
L X (n+1)!

nZ
2. Z‘li.;):l F

n(n+1)
2n!

3. Xn=1
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Program VIII: Verification of Logarithmic Series.

(_ 1)n+1xn

Maxima code to verify the logarithmic series ), ~

kill(all)$

u(m):=((-1)n+1) (x)*n/n)$
s:sum(u(n),n, 1,inf);
load("simplify_sum")$
sum:simplify_sum(s)$

print("Sum of the series",sum)$

Output:

[0e]

_1\n+l,.n
A

n=1

Sum of the series is:log (x + 1)

Examples:

o X"
1. ZI‘I:l ?
(_1)n+1

2. 3,

o 1
3. Zn=1; -

2
2n+1
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Program IX: De’Alembert’s Ratio Test

Maxima code to check the convergence of the series )., %
kill(all)$

u(n):=1/n"2;

D:limit(u(n+1)/u(n),n,inf);

if D<1 then

disp("By ratio test the given series is convergent")

else

if D>1 then

disp("By ratio test the given series is divergent")

else

disp("Ratio test fails")$

Output:

1
u(n) = =
1
Ratio test fails

Examples:
o n!
1. Zn=1;

nZ
2. Z‘li.;):l 3_17.

n+1

3. Xn=1 |

n+2
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Program X: Cauchy’s Root Test :

n2

(n+1)n2n

Maxima code to check the convergence of the series ).,_;

kill(all)$

u(n):=(n/(2-(n+1)))*n$

s:sum(u(n),n,1,inf);

disp("The given series is:",s)$
C:limit((u(n))*(1/n),n,inf);

if C<1 then

disp("By cauchy's root test series is convergent')
else

if C>1 then

disp("By cauchy's root test series is divergent")
else

disp("Cauchy's test fails")$

Output:

The given series is:
Z (n+1)n2n
n=1
1

By cauchy's root test series is convergent

Example:

LT+
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2 g ()

. nn+1
3 Zn=1 G

n+1

n

P




13 B.L.D.E.A’s S.B Arts and K.C.P. Science College, Vijayapura.

Program XI: Convergence of the Alternating Series Using Leibnitz’s Theorem.

(prt

n-1

Maxima code to check the convergence of the series ).,

kill(all)$

u(n):=1/sqrt(n—1)$
s:sum(((—1)N(n—1))-u(n),n,1,inf)$

print("The given series is:",s)$
L:limit(u(n),n,inf);

if L=0 and u(101)<u(100)then

print("By Leibnitz's test series is convergent")
else

print("By Leibnitz's test series is not convergent")$

Output:

G i
n-1

The given series is: Y1

0

By Leibnitz's test series is convergent

Example:

© ¢ _q\yn+1_1N
L 2oz (=D 2n-1
o 1
2' Zn:l(_l)n;

o 1
3. Zn=1(_1)n+1 ;
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Program XII: Verification of Cauchy’s Integral Test.

Maxima code to check the convergence of the series Un = )., # by using cauchy’s

integral test .
kill(all)$
print("Cauchy's integral test")$
U(n):=1/(n"2+1)$
ss:sum(U(n),n,1,inf)$
print("U(n)=",ss)$
f(x):=1/(x"2+1)$
d(x):=ratsimp(f(x)-f(x+1))$
print("f(x)-(x+1):",d(x))$
if d(1)>0 then
(
print("The sequence f(x) is monotonically decreasing"),
print("Cauchy's integral test ids applicable"),
s:integrate(f(x),x,1,inf),
ifs#inf then
(
print("f(x) is convergent"),
print("Hence by Cauchy's integral test U(n) is convergent")
)
else
print("U(n) is divergent")

)
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else

print("Cauchy's integral test cannot br applied")$

Output:
Cauchy's integral test

2x + 1
x*+2x3+3x2+2x+2

The sequence f(x) is monotonically decreasing

f(x) — f(x + 1):

Cauchy's integral test ids applicable
f(x) 1s convergent

Hence by Cauchy's integral test U(n) is convergent

Examples:

]nzlogn

o logn
1. Zn=1 [log (n+1)

n
2. Yoy (n—ﬂ) x™ where (x > 0)

n+2
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Program I : Solution for Linear Partial Differential equation of type I to type IV.

Solve pg=1

/*Type I- PDE Equations of the form f(p,q)=0 */
kill(al)$

print("The given equation is")$

eqn:(p*q=1)$

disp(eqn)$

z:a*x+b*y+c$

print("Substitute p=a and q=b in given equation")$
h:subst([p=a,q=b],eqn)$

print("We get",h)$

disp("solving for a and b")$

solve(h,a);

h1:subst(%,z)$

disp("The required solution is:",h1)$

Output:

The given equation is

pq=1
Substitute p=a and g=b in given equation
Weget ab=1

solving for a and b
1
[a=-]

The required solution is :
) X

y + E +c
Examples:

1. pP+q° =1

2. \/;+\/5:1

3. p=e
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Solve p(1+q)=qz

/*Typell-PDE Equations of the form f(p,q,z)=0 */
kill(all)$

print("The given equation is")$
eqn:p*(1+q)=q*z8$

disp(eqn)$

disp("substitute p=dz/du and q=a.dz/du")$
eqnl:subst([p='diff(z,u),q=a*'diff(z,u)],eqn)$
disp(eqnl)$

disp("solving for dz/du and substitute u=ax+y")$
h1:solve(eqnl,'diff(z,u))$

disp(h1)$

ode2(h1[1],z,u)$

h2:subst(u=x+a*y,%)$

disp("solution is:",h2)$

Output:

The given equation is
pg+1)=qz

substitute p=dz/du and q=a.dz/du %Z (a (% z) + 1) =az (% Z)

Solving for dz/du and substitute u = ax +y

d az-1 d
[EZ— a 'EZ_O]

solution is :

z=(

Ype~aY X

+ %c) %e™**

Examples:

1. p(l-¢*)=q(1-z2)
2. pg=z

3. pP+q’ =3pqz
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Solve p+x=q+y
/*TypelllI-PDE Equations of the form f1(p,x) =f2(q,y) */
kill(all)$
print("The given PDE is")$
eqn:p+x=q+y$
disp(eqn)$
d:(ptq*'diff(y,x))$
r1:lhs(eqn)=k$
disp(r1)$
r2:ths(eqn)=k$
disp(r2)$
print("solving for p from LHS")$
hl:solve(rl,p)$
disp(h1)$
print("solving for q from RHS")$
h2:solve(12,9)$
disp(h2)$
print("substituting p and q in dz=pdx+qdy and integrate")$
subst(h1,d)$
A:subst(h2,%)$
ode2((A),y,x)$
z: ths(%)-1hs(%)$

disp("the solutionis z=",z)$
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Output:
The given PDE is
xXt+tp=y+q
x+p=K
y+q=
solving for p from LHS
[p =K —x]

solving for q fromRHS

lg =k —y]

substituting p and q in d=pdx+qdy and integrate
the solution is z=

2 _2k x% — 2Kx
y y+

)
> > + %c

Examples:

1. pz—x:qz—i-y

2. J;+Jg=x+y

3. pe’ =qge*
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Pq
ptq

Solve z= px+qy+

/*TypelV-PDE Equations of the form z=px+qy+f(p,q) Clariaut’s equation*/
kill(all)$

print("The given PDE is")$

eqn:z=p*x+q*y+sqrt((p*q)/(p*q))$

disp(eqn)$

disp("substitute p=a & q=b in given equation")$

soln:subst([p=a,q=b],eqn)$

disp("solution is s:", soln)$

Output:

The given PDE is

pq
z=qy+px+ |[——
q+tp

substitute p=a and g=b in given equation

solution is s:

ab
b+a

z=by+ax +

Examples:

1. z=px+qy+log(pq)
2. z=px+qy+(pq)

3. Z:p)c+qy+]92—i-q2
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Program II : Solution of second order homogenous partial differential equation with
constant coefficient.
Solve D> +3DD'+2(D")* =0
/* second order linear PDE with constant co—efficients */
kill(all)$
F(D,D1)*z=0$
disp("The given PDE is")$
F(D,D1):=D"2+3*D*(D1)+2*(D1)"2=0$
disp(F(D,D1))$
print("substitute D=m & D1=1")$
ae:F(m,1)$
print("Auxilary equation is",ae)$
k:allroots(ae)$
print("roots are",k)$
kl:rhs(k[1])$
k2:rhs(k[2])$
al:f(y+k1*x)+g(y+k2*x)$
a2:f(y+k1*x)+x*g(y+k2*x)$
if k1#k2 then
disp("solution is",z=al)
elsedisp("solution is ",z=a2)$
Output:

The given PDE is:

2D1% +3DD1+D? =0
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substitute D=m & D1=1

auxilary equation is m? + 3m + 2 = 0
roots are [m=-1.0 , m =-2.0]

solution is

z=f(y—10x)+g(y — 2.0x)

Examples:

1. D2—DD'—6D'* =0

2. D2+ 6D2D' +9D'* =0

Solve D> — DD' —2(D')? = ™"

kill(all)$

ratprint:false$
F(D,D1)*z=f(x,y)$

disp("The given PDE is")$
F(D,D1):=D"2-D*D1-2*D1/2$
disp(F(D,D1))$

print("substitute D=m & D1=1")$
ae:F(m,1)$

print("Auxilary equation is",ae)$
h:allroots(ae=0)$

print("roots are",h)$
hl:rhs(h[1])$

h2:rhs(h[2])$
cf1:f1(y+th1*x)+gl(y+h2*x)$
cf2:f1(ythl1*x)+x*gl(y+h2*x)$
if h1#h2 then

(CF:cfl)
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else
(CF:cf2)$
print("Complimentary function is CF=",CF)$
/*For particular integral™®/
f(x,y):=%eNx+2*y)$
print("RHS=",f(x,y))$
I1:integrate(f(x,c—h1*x),x)$
f3(x,y):=ratsimp(subst([c=y+h1*x],I1))$
integrate(f3(x,c—h2*x),x)$
PL:ratsimp(subst([c=y+h2*x],%))$
print("Particular Integral is",P1)$
z:CF+PI$
print("Solution is",z)$
Output:
The given PDE is

—2D1> - DD1+D?* =0
substitute D=m and D1=1
auxiliary equationis m* —m—2 =0
roots are [m = -1.0 ,m = 2.0]
complimentary function is CF=g1(y+2.0x)+f1(y-1.0x)
RHS = %e?Y**

%ezy+x

Particular integral is -

%eZy+X

9

Solution is  gl(y+2.0x)+f1(y-1.0x)—

Example:

1. D2—=DD' +6D'* = e*+»
2. D2=DD' +6D"* = &)
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Program III: Laplace Transforms of some common functions:

_a at1— 1 —aty— _1_ - S : __a
1. L[a]—s 2. L[e%] — 3.L[e™*] o 4.L[coshat] R 5. L[sinhat] R
S . . a ny_ n! ny_I'(n+1) . .
6. L[cosat]=—— 7.L[sinat]= ——— 8.L[t']= -7 ,n€EN 9. L[t']=—"77 ,n is non integer
10. L[ f2(t)]= s"L[f()]-s™" £(0)-s"2£'(0)- _ -f™D(0) 11. L[t“f(t)]z(-l)“ci—r; £

Evaluate Laplace transform of f (¢) = ¢“
/*Laplace Transform of e”(at) */
kill(all)$
disp("The given function is")$
f:%e"(a*t)$
print("f(t)=",1)$
L:laplace(ft,s)$
disp("Laplace transform of given function is ")$
print("L[f(t)]=",L)$
Output:
The given function is
£(£) = %e

Laplace transform of given function is

Lif®] =

s—a

Evaluate Laplace transform of f(¢) =sin’ at
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kill(all)$

disp("The given function is")$

f:(sin(a*t))"2$

print("f(t)=",1)$

L:laplace(ft,s)$

disp("Laplace transform of given function is ")$
print("L[f(t)]=",L)$

Output:

The given function is

f() = sin(at)?

Laplace transform of given function is

2

Lif®1=

s3 4+ 4a?s
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Program IV: Laplace Transforms of periodic functions:
Find the laplace transform of f(t)=t>, 0<t<2 & f(t+2)=f(t)

kill(all)$

disp("The given function is")$
f:t"2$

print("f(t)=",1)$

print("Enter the period")$
t1:2$

print("T=",t1)$
a:1/(1-%e"(—t1*s))$
[:integrate(%e(—s*t)*1,t,0,2)$
L:(a*)$

print("Laplace transform of given periodic function",L)$
Output:

The given function is

fe) =¢2
Enter the period
T=2

2 (4s2+4s+2)%e”2S

0 . . . 3 3
Laplace transform of given periodic function * =y —
—7€e

Example:

1. ft)y=et ,0<t<l
2. fithy=et ,0<t<2
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3t 0<t<?2

Find Laplace transform of periodic function f(¢)=
P P /® {6 2<t<4

kill(all)$

disp("The given function is")$
f1:3*%t$

2:6%

disp(f1,2)$

print("Enter the period")$

t1:4$

print("T=",t1)$
a:1/(1-%eN(—t1*s))$
I1:integrate(%eN(—s*t)*f1,t,0,2)$
12:integrate(%e\(—s*t)*12,t,2,4)$
LI1+12$

L:ratsimp(a*I)$

print("Laplace transform of given periodic functionis",L)$
Output:

The given function is

3t
6
Enter the period

. T . . 3%e*S—3%e%5—6s
Laplace transform of given periodic function is——
s2%e*5—s2

Example:
E, 0<t<-<
1. f(v) = r 2 with f(t +T) = f(t)
—E, S<t<T
1, 0<t<<2
2

with f(t + a) = f(t)

2 10 =)

-1, %<t£a
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Program V : Inverse Laplace transform:

Al B ALy pat A1y ,-at
1.L [S] 1 2.L [S] a 3.L [S_a] e 4.L [S+a] e
5. L'l[sziaz] = isinhat 6. L'l[szfa2]=coshat 7. L'l[sziaz] = isinat& L'l[sziaz] =cosat
e 1 th e 1 t" .
9.L l[sn+1]=E ,n=0,1, 10. L 1[SnJr1]= Tt D) ,n=0,1,  ornon integer < 0

Evaluate inverse laplace transform of L‘[ ! 2}
S —_—

/*Inverse Laplace Transform™/

kill(all)$

disp("The given function is")$

f:1/(s—2)$

print("f(s)=",0)$

L:ilt(f,s,t)$

disp("Inverse laplace transform of given function is ")$
print("[f(t)=",L)$

Output:

The given function is

1

f(S)Zm

Inverse laplace transform of given function is

[f (O] = %e*
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1
Evaluate inverse laplace transform of L{

kill(all)$

disp("The given function is")$

f:1/(s*(s—1)*(s—2))$

print("f(s)=",0)$

L:ilt(f,s,t)$

disp("Inverse laplace transform of given function is ")$
print("[f(t)=",L)$

Output:

The given function is

1
(s—=2)(s—1)s

f(s) =

Inverse laplace transform of given function is

oOeZt

2

[f(®) =]

s(s—1)(s—2)

|

1
— %e’ + =

2
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Program VI: Verificaton of convolution theorem
Verify convolution theorem for the functions 7 (r)=¢' & g(¢) =cost

/*Convolution theorem™*/
kill(all)$

assume(t>0)$

print("Given functions are")$
f(t):=%e"M$

g(t):=cos(t)$
print("f(t)=",f(t))$
print("g(H)=",g(t))$
L1:laplace(f(t),t,s)$
print("L[f(t)]=",L1)$
L2:1aplace(g(t),t,s)$
print("L[g(t)]=",L2)$
I1:integrate(f(t-u)*g(u),u,0,t)$
LHS:ratsimp(laplace(I1,t,s))$
print("LHS=",LHS)$
RHS:ratsimp(L1*L2)$
print("RHS=",RHS)$

if LHS=RHS then
print("Convolution theorem satisfied")
else

print("Convolution theorem is not satisfied")$
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Output:

Given functions are
f(@) = %et

g(t) = cos(t)

LIF (O] = o~

+1

_ s
LHS = s3-52+s-1
-5
RHS = s3-s2+4s5-1

Convolution theorem satisfied
Examples:
1. f(t)=1 and g(t) = sin(t).

2. f(t) = cos(t) and g(t) = sin(t).

Lif®] =

s—1
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Program VII: Solution for linear differential equation using laplace transform.

Solve % +5y=e"" using laplace transform at y(0)=1.
X

/-Solution for linear ODE using Laplace transform-/
kill(all)$

eq:'diff(y(x),x)+5 y(x)—%e(—5-x)$

print("The given differential equation is",eq)$
laplace(%,x,s);

linsolve(%,laplace(y(x),x,s));

soln:subst(1,y(0),%)$

L:partfrac(rhs(soln[1]),s)$

print("Laplace transform of given eqaution is L{y(x)]=",L)$
y:ilt(%,s,x)$

print("Required solution is y(x)=",y)$

Output:

5x

The given differential equation is%y(x) +5y(x) — %e~

slaplace(y(x), x, s)+5 laplace (y(x), X, s)—i —-y(0)
y(0)s+5y(0)+1
s? +10s + 25

laplace transform of given equation is L[y(x)] = i + (S+15)2

[laplace(y(x),x,s) =

Required solution is y(x) = x%e ~>* + %e~>*
Examples:

1. y' =5y =0 given that y(0) = 2.

2. y' — 5y = e>*given that y(0) = 2.
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d’y

Solve —
X

+9y =0 with y(0)=0 & y'(0) =2 using laplace transform at y(0)=1.

kill(all)$

eq:'diff(y(x),x,2)+9-y(x)=0$

print("The given differential equation is",eq)$
laplace(%,x,s);

linsolve(%,laplace(y(x),x,s));

soln:subst(0,y(0),%)$
soln1:subst(2,'at('diff(y(x),x),x=0),%)$
L:partfrac(rhs(soln1[1]),s)$

print("Laplace transform of given eqaution is L[y(x)]=",L)$
y:ilt(%,s,x)$

print("Required solution is y(x)=",y)$

Output:

The given differential equation is:—;y(x) +9y(x) =0

— iy(x) lx=0 + s?laplace( y(x), x, s)+9 laplace( y(x), X, s)-y(0)=0

d
\_EY(XNJC:O"‘J/(O)S

[laplace( y(x), x, s)

5249

laplace transform of given equation is L[y(x)] = S

2 sin(3x)
3

Required solution is y(x) =

Examples:

1.9y" — 6y’ +y = 0giveny(0) =3 and y'(0) =1
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Program VIII: Solution for Integral equation using laplace transform.

Find Laplace Transform of

t
J- (cosat —cosbt) r
0 t

kill(all)$

f:(cos(a*t)-cos(b*t))/t$

disp("Given integral equation is")$
f1:'integrate(f,t,0,t)$

print("f(t)=",f1)$

L:laplace(ft,s)$

Lt:ratsimp((1/s)*L)$

disp("Laplace transform of given function is ")$
print("L[f(t)]=",Lt)$

Output:

Given integral equation is

tcosat — cosbt

f(O) = fo dt

t
Laplace transform of given function is

log(s? + b?) — log(s? + a?)
2s

Lif®] =

Examples:

t cos6t—cos4t

L fit)=[,———dt

t

2. f(t) = [ sintdt
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Program IX : Evaluation of Fourier series for simple functions.
Evaluate fourier series for f(x)= x*in [T, 1|
/-Fourier Series -/
kill(all)$
load(fourie)$
print("The given function is")$
f(x):=x"2$
print("f(x)=",(x))$
c:totalfourier(f(x),x,%pi)$
print("required fourier series is",c)$
OR
/-Fourier Series -/
kill(all)$
load(fourie)$
print("The given function is")$
f(x):=x"2$
print("f(x)=",(x))$
fourier(f(x),x,%pi)$
clist:foursimp(%)$
soln:fourexpand(clist,x,%pi,inf)$

print("Required fourier series is",soln)$
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Output:

The given function is

flx) = x?
71.2
ag = —
°7 3
2 (nzsin (rn)  2si gnn) n choz(nn))
— n n n
a, = -
b, =0
7.[2
A, = —
73
4(-1)"
n = nz
b, =0

Required fourier series is 4 (Z;‘le (w)) + %2
Evaluate fourier series for f(x)= x+x*in [-1,1]

kill(all)$

load(fourie)$

print("The given function is")$

f(x):=x+x"2$

print("f(x)=",{(x))$

c:totalfourier(f(x),x,1)$

print("required fourier series is",c)$

OR




22 B.L.D.E.A’s S.B Arts and K.C.P. Science College, Vijayapura.

kill(all)$

load(fourie)$

print("The given function is")$

f(x):=x+x"2$

print("f(x)=",{(x))$

fourier(f(x),x,1)$

clist:foursimp(%)$

soln:fourexpand(clist,x,1,inf)$

print("required fourier series is",soln)$

/-to plot the gaph-/

soln2:fourexpand(clist,x,1,100)$

wxplot2d([f(x),soln2], [x,—10,10])$
Output:

The given function is

f(x) = x%+x
1
ao = §
__ 2sin(wn) 4sin(rn) | 4 cos(mn)
n - nr wdnd® | m2n?

2 sin(mn) 2 cos(mn)

n m2n2 mn
% 1
o =5
4(-1)"
n = m2n2
2(—1)"
n s
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22%;1((—1)” sin(nx)) 4(2;.10:1((—1)71 cos(nnx))) 4

n . n?
T T

T 2 3

Required fourier series is

Program X: Evaluation half range sine and cosine series.
Evaluate half range fourier sine series for f(x)=x”in [0, 7]
/-Half range sine series-/
kill(all)$
load(fourie)$
print("The given function is")$
f(x):=x"2$
print("f(x)=",{(x))$
foursin(f(x),x,%pi)$
clist:foursimp(%)$
soln:fourexpand(clist,x,%pi,inf)$
print("The half range sine series is",s0ln)$

Output:

The given function is

fx) =x?
msin (;n) w2 cos(tn) . 2cos(mn) 2
2 ( n2 B n t n3 B E)
b, =

T

C2(mPnA(=1)" = 2(-1)" + 2

b, =
n n3

2 Z%c;l(ﬂznz (—1)”—2(1: Hn +Zsin(nx))

The half range sine series is
s

Examples:
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. f(x)=2x—1 in [0,7]

2. f(x) =x in [0,7]

Evaluate half range fourier cosine series for f(x)= x?in [0, ]
/-Half range cosine series-/
kill(all)$
load(fourie)$
print("The given function is")$
f(x):=x"2$
print("f(x)=",f(x))$
fourcos(f(x),x,%pi)$
clist:foursimp(%)$
soln:fourexpand(clist,x,%pi,inf)$
print("The half range cosine series is",soln)$
Output:

The given function is

fx) =x?

7T2

ao = ?

n?sin (nn) 2 sin(tn) . 2mcos(mn)
_ 2 ( n n3 + n? )
a, = T

71.2

aO = ?
4(-1)"

a, = nz

2

_1\n
The half range cosine series is is4 (Zf{’:l (—( D Cos(nx))) +=

n2 3
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Examples:
l. f(x) =2x—1 in [0, 7]
2. f(x) =x in [0, 7]

ProgramXI: Evaluation of Fourier cosine transform
Evaluate Fourier cosine transform of f(x)=x in [0,r]
/*Fourier cosine transform*/
kill(all)$
print("The given function is")$
f(x):=x$
print("f(x)=",{(x))$
a:0$
p:%pi$
s:integrate(f(x)*cos((n*x*%pi)/p),x,0,p)$
fs:ratsimp(s)$
print("Fourier Cosine Transform of given function is",fs)$
Output:

The given function is
f(x)=x

nnsin(nn)+cos(nn)—1

Fourier Cosine Transform of given function is 2
n

Examples:
1. f(x)=x%1in[0, m]

2. f(x)=m—x in[0, ]
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ProgramXII: Evaluation of Fourier sine transform
Evaluate Fourier sine transform of f(x)=3x in [0,6]
/*Fourier sine transform*/
kill(all)$
print("The given function is")$
f(x):=3*x$
print("f(x)=",1(x))$
a:0$
p:6$
s:integrate(f(x)*sin((n*x*%pi)/p),x,0,p)$
fs:ratsimp(s)$
print("Fourier Sine Transform of given function is",{s)$
Output:

The given function is
f(x) = 3x

108 sin(nmn)—108nn co (mn)

Fourier Sine Transform of given function is )
n°n

Examples:
1. f(x)=x%in[0, 4]

2. f(x)=m—x in[0, 7]
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Experiment 1

Program on verification of
Cauchy — Riemann Equations (Cartesian Form) or test for Analyticity.

Aim: To verify of Cauchy — Riemann Equations (Cartesian Form) or to test Analyticity of
given function using Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
Yol Complex imaginary unit v —1
realpart (expr) Returns the real part of expr.

imagpart (expr) Returns the imaginary part of the expression expr.

The abs function represents the mathematical absolute
value function and works for both numerical and
symbolic values.

abs (z)

Calculates the absolute value of an expression

cabs (expr, .
(expr) representing a complex number.

conjugate (z) Returns the complex conjugate of z.

atan2 (y, x)

yields the value of atan(y/x) in the interval -%pi to %pi.

diff (expr, x)

Returns the first partial derivative of expr with respect to
the variable x.

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

And

The logical conjunction operator.

if cond 1 then expr 1 else expr 0

evaluates to expr 1 if'cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

exp (x) or %e"x

Represents the exponential function

log (x) Represents the natural (base e) logarithm of x.
sin (x) Trigonometric function sine of x

sinh (x) Hyperbolic function Hyperbolic Sine of x
%pi; 7T, an irrational number

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.

3. Replace dollar ($) by semicolon (;) to see output of any input line.

4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Analytic function: A function (z) of a complex variable z = x + iy is said to be analytic at a point
zo if it is differentiable at zo and at each point of some neighborhood of zo. (2) is analytic in
a region ‘R’ if it is analytic at all points of ‘R’. An analytic function is also called a
holomorphic function or a regular function. A function which is analytic on the whole
complex plane (i.e., for all z € C) is called an entire function.

Cauchy — Riemann (C-R) Equations in cartesian form: C-R equations give the necessary condition
for a function (z) to be analytic at a point zo. In cartesian form, if (z) = u + iv (where,
u = (x,y) and v = v(x, y) are real valued functions of real variables x and y and z = x +
iy) is analytic at zo then

Ux = vy and uy = —vx

hold at zo. These are called C-R equations. If C-R equations are not satisfied by (z) at a

point, then it can’t be analytic at that point.

Further, if ux, uy, vxand vy are continuous and satisfy C-R equations at a point then the
function is analytic at that point.

Program:
Program to verify Cauchy — Riemann Equations in cartesian form

z:x+%i1*y$
f(z):=given function of z$
u:realpart(f(z))$
v:imagpart(f(z))$
u_ x:diff(u,x)$
u_y:diff(u,y)$
v_x:diff(v,x)$
v_y:diff(v,y)$
print("f(z)=",1(z))$
print("u=",u)$
print("v=",v)$
print("u_x=",u_x)$
print("v_y=",v_y)$
print("u_y=",u_y)$
print("-v_x=",-v_x)$
if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then
print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
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Worked Examples:

Problem 1. Write a program to test whether (z) = z + eZis analytic or not, where z = x + iy

Program:

Output:

z:x+%i1*y$

f(z):=z+exp(z)$
u:realpart(f(z))$
v:imagpart(f(z))$
u_x:diff(u,x)$
u_y:diff(u,y)$
v_x:diff(v,x)$
v_y:diff(v,y)$
print("f(2)=",f(z))$
print("u=",u)$
print("v=",v)$
print("u_x=",u x)$
print("v_y=",v_y)$
print("u_y=",u y)$

print("-v_x=",-v_x)$

Z%+%i-y$

f(z).=z+exp(z)$

urealpart(f{z))$

vimagpart(f(z))$

u_x:diff{u,x)$

u_y:diff{u,y)$

v_xdiff(v,x)$

v_ydiff{v.y)$

print{"f(z)=" f(z))5

print{"u=",u)%

print{"v=")%

print("u_x=",u_x)$%

print("v_y=",v_y)3

print("u_y=",u_y)$

print("-v_x="-v_x)%

if radcan(u_x)=radcan{v_y) and radcan(u_y)=radcan(-v_x) then

print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
iy

%oi y +x
fiz)= %e +%I1 y+x

u= %ex cos(y)+x
v= %e sin(y)+y
u x= %ex cos(y)+1
v y= %ex cos(y)+1
u_y= %€ sin(y)

¥ x= —%ex sin(y)
C-R Equations are satisfied by f{z) and hence f{z) is analytic

if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then

print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

f(2) = %e»y+x + %iy + x
u = %e* cos(y) + x

v = %exsin(y) + y

u_x = %excos(y) +1

v_y = %e*cos(y) + 1

u_y = —%e* sin(y)

—v_x = —%e* sin(y)

C — R Equations are satisfied by f(z) and hence f(z) is analytic
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Problem 2. Write a program to test whether (z) = sin z is analytic or not, where z = x + iy

Program:
z:x+%i1*y$
. 7 Zx+%i-y$
f(z):=sin(z)$ f(z):=sin(z)$
urealpart(f(z))$
u:realpart(f(z))$ vimagpart(f(z))
. u_xdiff{u,x)$
v:imagpart(f(z))$ u_ydiff(u,y)
v_xdifffv,x)$
Ai v_y-difffv,y)$
u_x:diff(u,x)$ R s
Ai print{"u=",u)%
u_y.dlff(u,y)$ print("v=",v)%
. print("u_x=",u_x)3
V_X: di ff(V,X) $ print(*v_y=",v_y)$
. print("u_y=",u_y)$
v_y:diff(v,y)$ print("-v_x=",-v_x)$
if radcan(u x)=radcan(v_y) and radcan(u_v)=radcan{-v x)then
pI‘il’l‘[("f(Z)=" f(Z))$ print("C-R Equations are satisfied by f(z) and hence is analytic")
i else print("C-R Equations are not satisfied by f(z) and hence f{z) is not analytic")
print("u=",u)$ fiz)= sin(%i y +x)
. - u= sin(x ) cosh(y)
prlnt( V= ,V)$ v= cos(x)sinh(y)
print("u x=",u X)$ u_x= cos(x)cosh(y)
- - v_y= cos(x)cosh(y)
print("v_y=",v_y)$ u_y= sin(x)sinh(y)
. " " -v_x= sin{x ) sinh(y)
prlnt( u_y= au_Y)$ = C-R Equations are satisfied by f{z) and hence is analytic
print("-v_x=",-v_x)$
if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then
print("C-R Equations are satisfied by f(z) and hence is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
Output:

(z) = sin(%iy + x)

u = sin(x) cosh(y)

v = cos(x) sinh(y)
u_x = cos(x) cosh(y)
v_y = cos(x) cosh(y)
u_y = sin(x) sinh(y)
—v_x = sin(x) sinh(y)

C — R Equations are satisfied by f(z) and hence f(z) is analytic

Page 7 of 57




Problem 3. Write a program to test whether (z) = log z is analytic or not, where z = x + iy

Program:
x+9/41% TX+%i-y3
z:x+%i Y$ f(z)=log()s
urrealpart(fi(z))s
f(Z):ZIOg(Z)$ vimagpart(f(z))$
u_xdiff(u,x)$
. u_ydiff(u.y)3
u.realpart(f(z))$ v_xdifi(v.x)$
. f $ v_ydiff(v,y)$
v.imagpart(t(z print("f(z)=".f{z))3
gp ( ( )) print("u=",u)3
1 print("v=",v)3
u X dlff(u,X) $ print{"u_x=",u_x)$
print("v_y="v_y)%
A3 print("u_y=",u_y)s
uy. di ff(u’Y) $ print("-v_x="-v_x}$
. if radcan(u_x)=radcan(v_y) and radcan{u_y)=radcan(-v_x) then
A% X:dlff(V,X)$ print("C-R Equations are satisfied by f(z) and hence is analytic")
- else print("C-R Equations are not satisfied by f(z) and hence f{z) is not analytic")5
A% Ydlff(V,y)$ f(z)= log (%l y+x)
. logly”+x")
print("f(z)=",f(z))$ R
. v= atan2(y.x)
print("u=",u)$
u_x=
- 2z s
print("v=",v)$ pra
W=
print("u_x=",u x)$ y*x
1 n n tLy= ’
print("v_y=",v_y)$ iy
. I
print("u_y=",u_y)$ o
. " " C-R Eguations are satisfied by f(z) and hence is analytic
print("-v_x=",-v_x)$
if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then
print("C-R Equations are satisfied by f(z) and hence is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
Output:

(z) = log(%iy + x)
log(y? + x2)

u= >
v = atan2(y, x)
x
Ux=————
x
VY = iR
y
y
VX =

C — R Equations are satisfied by f(z) and hence f(z) is analytic
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Problem 4. Write a program to test whether (z) = zeZis analytic or not, where z = x + iy

Program:

Output:

ZIX+%i*y$ 7 Zx+%iv$
flz).—z-exp(z)$
f(z2):=z%exp(z urealpart(f(z))$
( ) p( )$ v:imagpar‘c(f(z}).’s
u:realpart(f(z))$ ﬂj‘g:ggjf?
. v diffiv x)%
v:imagpart(f(z))$ V_ydiff(v,y)
. print(* (z) (2
u x:d1ff(u,x)$ print(" u* w3
- print("v= )
A print("u x— u_x)5
u—y'dlff(u’Y)$ print("v_y="yv y)$
1 print("u_y=",u_y)4
v_x:diff(v,x)$ print("-v_x="~v_x)$
. If radcan(u_x)=radcan{v_y) and radcan{u_y)=radcan(-v_x) then
V_y:dlff(v,y)$ print("C-R Equations are satisfied by f(z) and hence is analytic")

print("f(z)=",f(z))$ i iy +x

fiz)= (%|y+x)%e
print("u=",u)$ u=x %e" cos(y)-%e" ysin(y)
X X
: — v=x %e sin(y)+%e y cos
print("v=",v)$ RN s .
u x= -%e ysin(y)+x %e cos(y)+%e cos(y)

rint("u_x=",u x
p ( - = )$ V_y= —%ex ysin{y)+x %ex COS(y)+%eX cos(y)

print(”v_yZ”,V_y)$ u_y= -x %e” sin(y)—%ex sm(y)—%ex y cos(y)

print("u_y=",u_y)$ v x= -x %e" sin(y)-%e" sin(y)-%e" y cos(y)
- - C-R Equations are satisfied by f(z) and hence is analytic

else print("C-R Equat\ons are not satisfied by f(z) and hence f(z) is not analytic")3

print("-v_x=",-v_x)$
if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then
print("C-R Equations are satisfied by f(z) and hence is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

f(z) = (Y%iy + x)%e%iy+x

u = x%e* cos(y) — %exy sin(y)

v = x%e~* sin(y) + %e*y cos(y)

u_x = —%e*y sin(y) + x%e* cos(y) + %e* cos(y)

v_y = —%e*y sin(y) + x%e* cos(y) + %e* cos(y)

uy = —x%e* sin(y) — %e* sin(y) — %e*y cos(y)

—v_x = —x%e* sin(y) — %e* sin(y) — %e*y cos(y)

C — R Equations are satisfied by f(z) and hence f(z) is analytic
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Problem 5. Write a program to test whether (z) ="s analytic or not, where z = x + iy and 7s the conjugate

of z
Program:
z:x+t%i1*y$
. Z:X+%i-y$
f(z):=conjugate(z)$ f(z):=conjugate(z)s
urealpart(f(z))s
. vimagpart(f(z))$
u:realpart(f(z))$ i o
o diff(u,y)$
v:imagpart(f(z))$ 3:){1 dl'ﬁ((;‘f))s
. v_y:diff(v,y)$
u_x:diff(u,x)$ print("i(z)="f(2))$
. print("u=",u)$
u_y:d1ff(u,y)$ print("v=",v)$
print("u_x=",u_x)$
v_x:diff(v,x)$ print("v_y="v_y)$
- print("u_y=",u_y)$
-Ai print("-v_x=",-v_x)$
V_y.dlff(V,y)$ if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then
: _ print("C-R Equations are satisfied by f(z) and hence is analytic”)
prlnt("f(z)_"’f(z))&; else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
: no_n flz)= x—%iy
print("u=",u)$ i
: [ —] V= =¥
print("v=",v)$ e
: " _n vyl
print("u x=",u x)$ el
: " _n -v_x=0
prlnt( VY= ’V—Y)$ C-R Equations are not satisfied by f(z) and hence f(z) is not analytic
print("u_y=",u_y)$
print("-v_x=",-v_x)$
if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then
print("C-R Equations are satisfied by f(z) and hence is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
Output:

f(2) = x — %ty
u=x

v=-y
ux=1
vy=-1
uy=20
—-vx=0

C — R Equations are not satisfied by f(z) and hence f(z) is not analytic
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Problem 6. Write a program to test whether (z) = z - Im(2) is analytic or not, where z = x + iy

and Im(z) = Imaginary part of z
Program:

z:x+%i1*y$

f(z):=z*imagpart(z)$ 7

u:realpart(f(z))$
v:imagpart(f(z))$
u_ x:diff(u,x)$
u_y:diff(u,y)$
v_x:diff(v,x)$
v_y:diff(v,y)$
print("f(z)=",1(z))$
print("u=",u)$ -
print("v=",v)$
print("u x=",u x)$
print("v_y=",v_y)$
print("u_y=",u_y)$

Z.X+%i-y$
f(z):=z-imagpart(z)s
u:realpart(f(z))s
viimagpart(f(z))s
u_x:diff(u,x)$
u_y:diff(u,y)$
v_x:diff(v,x)$
v_y:diff(v,y)$
print("f(z)="f(z))$
print("u=",u)$
print("v=",v)$
print("u_x=",u_x)$

print("v_y="v_y)3

print("u_y=",u_y)$

print("-v_x=",~v_x)$

if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then

print("C-R Equations are satisfied by f(z) and hence is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

fiz)= y (%iy+x)
u=xy
2
v=y
ux=y
V. y=2y
uy=x
-v.x=0
C-R Equations are not satisfied by f(z) and hence f(z) is not analytic

print("-v_x=",-v_x)$

if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then

print("C-R Equations are satisfied by f(z) and hence is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

Output:

f(2) = y(%iy + x)
u=xy

v =y

ux=y
vy =2y
uy==x

—vx=0

C — R Equations are not satisfied by f(z) and hence f(z) is not analytic
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Problem 7. Write a program to test whether (z) = cos(x) sin(y) + %i sin(x) cos(y) is analytic or not,

where z = x + iy

Program:

f(x,y):=cos(x)*sin(y)+%i*sin(x)*cos(y)$

u:realpart(f(x,y))$
v:imagpart(f(x,y))$
u_x:diff(u,x)$
u_y:diff(u,y)$
v_x:diff(v,x)$
v_y:diff(v,y)$
print("f(z)=",1(x,y))$
print("u=",u)$
print("v=",v)$
print("u_x=",u_x)$
print("v_y=",v_y)$
print("u_y=",u_y)$

print("-v_x=",-v_x)$

f(x.y):=cos(x)-sin(y)+%i sin(x)-cos(y)$
ucrealpart(f(x,y))$

vimagpart(f(x,y))$

u_x:diff(u,x)$

u_y:diff(u,y)$

v_xdiff(v.x)$

v_y:diff(v,y)$

print("f(2)="1(x.y))$

print("u=",u)$
print("v=",v)$
print("u_x=",u_x)$
print("v_y="v_y)$

print("u_y=",u_y)$

print("-v_x=",—v_x)$

if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then

print("C-R Equations are satisfied by f(z) and hence is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

f(z)= cos(x)sin(y)+%isin(x)cos(y)

u= cos(x)sin(y)

V= sin(x)cos(y)

u_x= =sin(x)sin(y)

v_y= —sin(x)sin(y)

u_y= cos(x)cos(y)

—V_X= —cos(X)cos(¥)

C-R Equations are not satisfied by f(z) and hence f(z) is not analytic

if radcan(u_x)=radcan(v_y) and radcan(u_y)=radcan(-v_x) then

print("C-R Equations are satisfied by f(z) and hence is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

Output:

(z) = cos(x) sin(y) + %i sin(x) cos(y)

u = cos(x) sin(y)

v = sin(x) cos(y)

ux=— Sil’l(x) Sll’l(:)/)

IQ?
<
Il

— sin(x) sin(y)
u_y = cos(x) cos(y)

—v_x = — cos(x) cos(y)

C — R Equations are not satisfied by f(z) and hence f(z) is not analytic
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Exercise:

Write a program to test whether the given function (z) is analytic or not, where z = x + iy:

1. (z) = cos(2) (Answer: Analytic)
2.(z) = cosh(z) (Answer: Analytic)
3.(z) = sinh(z)  (Answer: Analytic)

4. f(z) = z? (Answer: Analytic)

5.f(z) = z* (Answer: Analytic)

6. f(z) = zz (Answer: Not Analytic)

1.(2) = ' - (Answer: Analytic)

8.(2) = ' . (Answer: Not Analytic)

9.f(z) = 73 (Answer: Analytic)

10. f(z) = Re(z) where Re(z)=real part of z (Answer: Not Analytic)
11. (z) = 3x —4y + i(4x + 3y) (Answer: Analytic)
12.(z) = iz+ 4 (Answer: Analytic)
13.(z) = |z| where |z| = modulus of z (Answer: Not Analytic)

[ Hint: Define f(2) = |z| as f(z):=cabs(z) in Maxima]
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Experiment 2

Program on verification of
Cauchy — Riemann Equations (Polar Form) or test for Analyticity.

Aim: To verify Cauchy — Riemann Equations (Polar Form) or to test Analyticity of a given
function using Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
Yol Complex imaginary unit v/ —1
assume(r>0) To declare that r is positive
realpart (expr) Returns the real part of expr.
imagpart (expr) Returns the imaginary part of the expression expr.
conjugate (z) Returns the complex conjugate of z.
The abs function represents the mathematical absolute
abs (z) value function and works for both numerical and

symbolic values.

Calculates the absolute value of an expression

cabs (expr, :
(expr) representing a complex number.

atan2 (y, x) yields the value of atan(y/x) in the interval -%pi to %pi.
Returns the first partial derivative of expr with respect to
the variable x.

diff (expr, x)

Simplifies expr, which can contain logs, exponentials, and

radcan (expr) radicals

and The logical conjunction operator.

evaluates to expr 1 if cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.
Displays fext within inverted commas and evaluates and

if cond 1 then expr 1 else expr 0

print (“text”, expr)$

displays expr
exp (x) or %e”x Represents the exponential function
log (x) Represents the natural (base e) logarithm of x.
sin (x) Trigonometric function sine of x
sinh (x) Hyperbolic function Hyperbolic Sine of x
Y%opi; m, an irrational number

Note:1. Press Shift+Enter for evaluation of commands and display of output.
2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values
of all symbols
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Definitions and Formulae:

Analytic function: A function (z) of a complex variable z = rei = r(cos(0) + isin(60)) is said to be
analytic at a point zo if it is differentiable at zo and at each point of some neighborhood of
zo. (z) is analytic in a region ‘R’ if it is analytic at all points of ‘R’. An analytic function is
also called a holomorphic function or a regular function. A function which is analytic on the
whole complex plane (i.e., for all z € C) is called an entire function.

Cauchy — Riemann (C-R) Equations in polar form: C-R equations give the necessary condition for a
function (z) to be analytic at a point zo. In polar form, if (z) = u + iv (where u = u(r, 9)
and v = v(r, 0) are real valued functions of real variables r and 6 and z = rei ) is analytic
at zo then

r-ur=veand r-vr = —ue
hold at zo. These are called C-R equations. If C-R equations are not satisfied by (z) at a

point, then it can’t be analytic at that point.

Further, if ur, us, vr and ve are continuous and satisfy C-R equations at a point then the
function is analytic at that point.
Program:

Program to verify Cauchy — Riemann Equations in polar form

assume(r>0)$

z:r*exp(%i*0)$

f(z):=given function of z$

u:realpart(f(z))$

v:imagpart(f(z))$

u_r:diff(u,r)$

u_0:diff(u,0)$

v_r:diff(v,r)$

v_0:diff(v,0)$

print("f(z)=",1(z))$

print("u=",radcan(u))$

print("v=",radcan(v))$

print("ru_r=",radcan(r*u_r))$

print("v_0=",radcan(v_0))$

print("rv_r=",radcan(r*v_r))$

print("-u_6=",radcan(-u_0))$

if radcan(r*u_r)=radcan(v_0) and radcan(r*v_r)=radcan(-u_0) then
print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
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Worked Examples:

Problem 1. Write a program to test whether (z) = z"is analytic or not, where z = rei®

Program:
assume(r>0)$
z:r*exp(%i*0)$ e E| S e & | [Maths °
f(z):=z’\n$ assume(r=0)%
zrexp(%i-0)%
. f(z)=z"n%
ur ealpart(f(z))$ urealpart(f(z))$
. f $ vimagpart{f(z))$
v:imagpart(f(z u_rdiff(u,n$
gp ( ( )) u_B:diff(u,8)s
= v_rdiff(v,r)$
u_r:diff(u,r)$ v_ediff(v,6)%
. print("f(z)="f(z))%
u 0d1ff(u,6)$ print("u=" radcan(u))$
- print("v="radcan(v))%
-di print("ru_r="radcan(r-u_r))$
V_I'.dlff(V,I')ﬂ; print("v_6=" radcan(v_€))%
. print("rv_r=" radcan{r-v_r))$
A% 9d1ff(V,9)$ print("-u_B=" radcan(-u_g))$
- if radcan(r-u_r)=radcan(v_8) and radcan(r-v_r)=radcan(-u_8) then
: n _n print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")
prmt( f(Z) ,f(Z))$ else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
. %in@
print("u=",radcan(u))$ f=r" %e
. u= rncosme)
print("v=",radcan(v))$ .
v=r sin(ng)
print("ru_r=",radcan(r*u_r))$ rr=nr cos(n)
print("v_6=",radcan(v_0))$ Ebink HElR
e —n rad % $ v_r=n “ sin(n @)
print("rv_r=",radcan(r*v_r)) PSR
print("—u_6=",ra d can(-u_@))$ C-R Equations are satisfied by f(z) and hence f(z) is analytic
if radcan(r*u_r)=radcan(v_0) and radcan(r*v_r)=radcan(-u_0) then
print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
Output:

f(2) = rY%e%ind
u = r" cos(nf)

v = 1" sin(nf)
ru_r = nrt cos(nf)
v_6 = nrm cos(nf)
rv_r = nr®sin(nd)
—u_6 = nrm sin(nf)

C — R Equations are satisfied by f(z) and hence f(z) is analytic
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. 1. . .
Problem 2. Write a program to test whether (z) = z + ~ is analytic or not, where z = rei?

Program:

Output:

zZ
assume(r>0)$ fmyem—ry
. flz)=z+1/z5
z:r*exp(%1*0)$ wradcan(realpart(f(z)))s
veradcan(imagpart(f{z)))s
L u_r:diff{u,r}s
f(Z).—Z+1/Z$ u_8:diff(u é}z-
rdiff(v,rjs
u:radcan(realpart(f(z)))$ e
. print(”
v:radcan(imagpart(f(z)))$ print
print{"ru_r=",radcan{r-u_r}s
T print{"v_6="radcan{v_§))5
u_I’. dlff(u,l’) $ print("rv_r=",radcan (r--.-_flf}}i-

print("-u_8="radcan(-u_§})s
u e:dlff(u’e)$ if rad?an(r-u_r}fradc:an(-.-_E.} and radca‘n(r--.-_r}=radc:a|j(.—u_8}th.eT‘
— print("C-R Egquations are =atisfied by f(z) and hence f(z) i= anahytic™)
elze print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic™)2

v_r:diff(v,r)$ o
e rose™ 2
v_0:diff(v,0)$ - ——
print("f(z)="(2))$
print("u=",u)$ # i
print("v=",v)$ i 27
print("ru_r=",radcan(r*u_r))$ e %
print("v_60=",radcan(v_0))$ e 1 -
print("rv_r=",radcan(r*v_r))$ -u_ 6= = 1 -

C-R Equations are satisfied by f(z) and hence f{z) is analytic

print("-u_6=",radcan(-u_0))$ =

if radcan(r*u_r)=radcan(v_0) and radcan(r*v_r)=radcan(-u_0) then

print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")

else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

—%:i6
£(2) = r%e%io +
r
(r2+ 1) cos(6)
u=
r
(r2 — 1) sin(60)
B r
(r2—1) cos(0)
ru_r =
r
9= (r2 — 1) cos(6)
vy = r
(r2 + 1) sin(6)
rvr =
r
. (r?2 + 1) sin(60)
ur= T

C — R Equations are satisfied by f(z) and hence f(z) is analytic
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. 1. : .
Problem 3. Write a program to test whether (z) =  is analytic or not, where z = rei®

zZ
Program:
assume(r>0)$ 7 owit7) assumel-0)s
. z:r-exp(%i-8)5
zr¥exp(%i*0)$ flz)=1izs
uzrealpart(fiz))s
vimagpart(f{z))5
f(Z) =] /Z$ u_r:diff{u,ns
u_B:diffiu.6)3
. v_r:difffv,r)
wrealpart(f(z))$ S
. print("fiz)="f{z))5
v:imagpart(f(z))$ print('u
print{"v=
L1 print("ru_r=",radcan(r-u_r})5
u_r' dlff(uar)$ print("v_8=",radcan(v_))3
print("nv_r="_radcan{rv_r}}$
A1 print("-u_8="radcan(-u_{))5
u—edlff(u’e)$ if radcan(r-u_r)=radcan(v_§&) and radcan(r-v_r)=radcan(-u_§&} then
. print("C-R Equations are satisfied by fiz) and hence f(z) is analytic”)
V_r'dlff(V’r)$ else print("C-R Equations are not satisfied by fiz) and hence f{z) is not analytic”)5
[ ~%ig
. %e
v_0:diff(v,0)$ fiz)=

: n n o S50
print("f(z)=",f(z))$ r

. _ _ sin(8)
print("u=",u)$ r

e cos(8)
print("v=",v)$ B x
v o= cos(@)
print("ru_r=",radcan(r*u_r))$ o
- - sin

: " —n =
print("v_0=",radcan(v_0))$ L sne)

. - r
prlnt("rV_r:",radcan(r*v_r))$ L C-R Equations are satisfied by f{z} and hence f{z) is analytic
print("-u_6=",radcan(-u_0))$
if radcan(r*u_r)=radcan(v_60) and radcan(r*v_r)=radcan(-u_0) then
print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$

Output:
0pe—%i0
Z) = —
@) =
cos(6)
u=——-
r
sin(0)
vV=——
r
cos(6)
rur=-————
r
cos(6)
vl=———"
r
sin(6)
r =
r
sin(6)
—u =

r
C — R Equations are satisfied by f(z) and hence f(z) is analytic
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6
Problem 4. Write a program to test whether (z) = Vre'@is analytic or not, where z = rei?

assume(r>0)$

Program: f(r,8):=rM(1/2)-exp(%i-6/2)%
u:realpart(f(r,8))$
viimagpart(f(r,8))$
assume(r>0)$ u_rdiff(u,r)$
f " « u_6:diff(u,8)$
—pA 0/ 5 v_rdiff(v,n$
(r,0):=r"(1/2)*exp(%i*6/2)$ ol
print("f(z)=",f(r,6))5
u:realpart(f(r,0))$ print("u="u)5
print("v=",v)$
. print("ru_r=",radcan(r-u_r))$
V.lmagpart(f(l’,e))$ print("v_6=",radcan(v_6))$
. print("rv_r=",radcan(r-v_r))$
u r:d1ff(u,r)$ print("-u_6=",radcan(-u_6))$
- if radcan(r-u_r)=radcan(v_8) and radcan(r-v_r)=radcan(-u_8) then
1 print("C-R Equations are satisfied by f(z) and hence f(z) is analytic")
u_e~d1ff(u,e)$ else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
v_r:diff(v,r)$ s 8 °
. 2]
v_0:diff(v,0)$ u= freos| 2
. = [ B
print("f(z)=".(r.0))$ - 7o
print("u=",u)$ \ﬁcos(g)
n_r= —
print("v=",v)$ .
renf3)
print("ru_r=",radcan(r*u r))$ i
int("v 6=".rad 0 $ \/;sin(i)
print("v_0=",radcan(v_0)) M2
: " _n sk
print("rv_r=",radcan(r*v_r))$ \ﬂsin( 5 ]
. -uée=_— " °
print("-u_6=",radcan(-u_0))$ 2
- - C-R Equations are satisfied by f(z) and hence f(z) is analytic
if radcan(r*u_r)=radcan(v_0) and radcan(r*v_r)=radcan(-u_0) then
rint("C-R Equations are satisfied by f(z) and hence f(z) is analytic"
y
else print("C-R Equations are not satisfied by f(z) and hence f(z) is not analytic")$
Output:
_ %l
(2) = Vr%e 2
0
u = 1 cos %)

v = /T sin (;)

\/T cos (Z)

U =
2
_ 2}
_ Vr cos (5)
v =—=
2 9
Vrsin ()
wr=— %
2 g
Vr sin (E)
—u 6 = 2

C — R Equations are satisfied by f(z) and hence f(z) is analytic
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Exercise:

Write a program to test whether the given function (z) is analytic or not, where z = rei®:

l. f(z) = z? (Answer: Analytic)
2. f(z) = Z8 (Answer: Analytic)
3. (z) = sinh(2) (Answer: Analytic)
4. f(z) = z? (Answer: Analytic)
5. (z) = r%(cos(20) + i sin(26)) (Answer: Analytic)

Page 20 of 57




Experiment 3

Program to check whether a function is harmonic or not.

Aim: To check whether a given function is harmonic or not using Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
Yol Complex imaginary unit v —1
assume(r>0) To declare that r is positive
realpart (expr) Returns the real part of expr.

imagpart (expr)

Returns the imaginary part of the expression expr.

conjugate (z)

Returns the complex conjugate of z.

abs (z)

The abs function represents the mathematical absolute
value function and works for both numerical and
symbolic values.

cabs (expr)

Calculates the absolute value of an expression
representing a complex number.

atan2 (y, x)

yields the value of atan(y/x) in the interval -%pi to %pi.

diff (expr, x)

Returns the first partial derivative of expr with respect to
the variable x.

diff (expr, x, n)

Returns the n” partial derivative of expr with respect to
the variable x.

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

and

The logical conjunction operator.

if cond 1 then expr_1 else expr 0

evaluates to expr 1 if'cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays fext within inverted commas and evaluates and
displays expr

exp (x) or %e”"x

Represents the exponential function

log (x) Represents the natural (base e) logarithm of x.
sin (x) Trigonometric function sine of x

sinh (x) Hyperbolic function Hyperbolic Sine of x
%opi; 1, an irrational number

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Harmonic function: A function ¢ is said to be harmonic if it satisfies Laplace’s Equation U%¢ = 0.

If ¢ is a function of x and y (Cartesian form) then ¢ is harmonic if ¢xx + ¢yy = 0. i.e.,
d2¢p 0%
ezt o= O
If ¢ is a function of  and 8 then ¢ is harmonic if 1 ¢ =0.1ie,
d)rr + T ¢r + 7z 00

0? 10 1 02
0 109 109

22 rd 29202
Harmonic property of analytic function: The real and imaginary parts of an analytic function are
harmonic.
Harmonic Conjugates: Two harmonic functions u and v are said to be harmonic conjugates if u + iv
is analytic. Here v is called the harmonic conjugate of u and vice-versa.
Program:
Program to check whether a function in x and y (Cartesian Function) is harmonic or not.

u:given function of x and y$

u xx:diff(u,x,2)$

u_yy:diff(u,y,2)$

print("u=",u)$

print("u_xx=",radcan(u_xx))$
print("u_yy=",radcan(u_yy))$

print("u_xx+u yy=",radcan(u_xx+u yy))$

if radcan(u_xx+u_yy)=0 then

print("Given function is harmonic")

else print("Given function is not harmonic")$

Program to check whether a function in r and 8 (Polar Function) is harmonic or not.

u:given function of r and 6 $

u_r:diff(u,r)$

u_rr:diff(u,r,2)$

u_00:diff(u,0,2)$

print("u=",u)$

print("u_r=",radcan(u_r))$
print("u_rr=",radcan(u_rr))$
print("u_00=",radcan(u_00))$
print("u_rr+(u_r)/r+(u_00)/r"2=",radcan(u_rr+(u_r)/rt(u_00)/1"2))$
if radcan(u_rr+(u_r)/r+(u_00)/r*2)=0 then
print("Given function is harmonic")

else print("Given function is not harmonic")$
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Worked Examples:

Problem 1. Write a program to check whether u = x? — y?2 is harmonic or not.

Program:
w:x"2-y"2$
u xx:diff(u,x,2)$
u_yy:diff(u,y,2)$
print("u =",u)$
print("u_xx =",radcan(u_xx))$
print("u_yy =",radcan(u_yy))$
print("u_xx+u_yy =",radcan(u_xx+u_yy))$
if radcan(u_xx+u_yy) =0 then
print("Given function is harmonic")
else print("Given function is not harmonic")$
Output:
u = x2—y?
UXX =2
uyy=-2

u_xx +uyy =0

Given function is harmonic

uxA2-yr2$

u_xx:diff(u,x,2)$

u_yy:diff(u,y,2)$

print("u=",u)$

print("u_xx=",radcan(u_xx))$

print("u_yy=",radcan(u_yy))$

print("u_xx+u_yy="radcan(u_xx+u_vyy))$

if radcan(u_xx+u_yy)=0 then

print("Given function is harmonic")

else print("Given function is not harmonic")s
2 2

u=x -y

u_xx=2

u_yy= -2

u_xx+u_yy=0

Given function is harmonic

Problem 2. Write a program to check whether u = x3 — 3xy? + 3x2 — 3y? + 1 is harmonic or not.

Program:
WxN3-3*x*y"2+3*x12-3*y"2+1§
u xx:diff(u,x,2)$
u_yy:diff(u,y,2)$
print("u =",u)$
print("u_xx =",radcan(u_xx))$
print("u_yy =",radcan(u_yy))$
print("u_xx+u_yy =",radcan(u_xx+u_yy))$
if radcan(u_xx+u_yy)=0 then
print("Given function is harmonic")

else print("Given function is not harmonic")$

uxA3-3-x-yA2+3-x72-3-y"2+1%
u_xx:diff(u,x,2)$

u_yy:diff(u,y,2)$

print("u=",u)$

print("u_xx="radcan(u_xx))$
print("u_yy="radcan(u_yy))$
print("u_xx+u_yy=" radcan(u_xx+u_yy))$

if radcan(u_xx+u_yy)=0 then

print("Given function is harmonic")

else print("Given function is not harmonic")$

2 2 i 2
u=-3xy -3y +x +3x +1
U_Xx=6x+6
u_yy=-6x-6
u_xx+u_yy=0
Given function is harmonic
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Output:

u=-3xy?2—3y?+x3+3x2+1

UXX =6x+6
uyy=-—6x—=6
uxx+uyy=0

Given function is harmonic

Problem 3. Write a program to check whether u = logvx + y is harmonic or not.

Program:

Output:

wlog((x+y)N(1/2))$

u xx:diff(u,x,2)$
u_yy:diff(u,y,2)$

print("u =",u)$

print("u_xx =",radcan(u_xx))$

print("u_yy =",radcan(u_yy))$

print("u_xx+u_yy =",radcan(u_xx+u_yy))$

if radcan(u_xx+u_yy)=0 then

print("Given function is harmonic")

else print("Given function is not harmonic")$

U= log(yz+ X)

1
UXX = —

ulog((x+y)M1/2))$

u_xx:diff(u,x,2)$

u_yy:diff(u,y,2)$

print("u=",u)$

print("u_xx="radcan(u_xx))$
print("u_yy=",radcan(u_yy))$
print("u_xx+u_yy="radcan(u_xx+u_yy))$

if radcan(u_xx+u_yy)=0 then

print("Given function is harmonic")

else print("Given function is not harmonic")$

_ log(y+x)
2

1
u_xx= -

2 2
2y +4x y+2x

= 1
wyy= -

2 2
2y +4x y+2x

U_xx+u_yy= - L

2
Yy #¥2xy+x
Given function is not harmonic

2y%2+ 4xy + 2x?

1
uyy=-—

2y2+ 4xy + 2x?
1
uxx +uyy=-—

y? + 2xy + x?
Given function is not harmonic

1
Problem 4. Write a program to check whether u = (r + -) c0s(6) is harmonic or not.
T

Program:

u:(r+1/r)*cos(0)$
u_r:diff(u,r)$
u_rr:diff(u,r,2)$
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Output:

Problem 5. Write a program to check whether v = —

Program:

u_00:diff(u,0,2)$

print("u =",u)$

print("u_r =",radcan(u_r))$

print("u_rr =",radcan(u_rr))$

print("u_ 660 =",radcan(u_600))$

print("u_rr+(u_r)/r+(u_00)/r"2 =",radcan(u_rr+(u_r)/r+(u_00)/r"2))$
if radcan(u_rr+(u_r)/r+(u_00)/r"2) =0 then

print("Given function is harmonic")

. . . . . - u:(r+1/r)-cos(8)$
else print("Given function is not harmonic")$ u_rdiff(u,ns
u_rr:diff(u,r,2)$
u_6e:diff(u,6,2)$
print("u=",u)$
]_ print("u_r=",radcan(u_r))$
u= print("u_rr=",radcan(u_rr))$
(7” + ') COS(Q) print("u_66=",radcan(u_60))$
r print("u_rr+(u_r)/r+(u_08)/r*2="radcan(u_rr+(u_r)/r+(u_86)/r2))$
2 _ if radcan(u_rr+(u_r)/r+(u_686)/r"2)=0 then
(T 1) COS(H) print("Given function is harmonic”)

ur= 72 else print("Given function is not harmonic")$

2 COS(Q) u= (r++)cos(8)

2
r3 e (r"-1)cos(8)
r2 4+ 1) cos(6 r
u 66 =— ( ) ® 2 cos(8)

u_rr=
r = 3
ur uff

urr =

2

.
urr+ -~ + 0 (r2+1)cos(6)
— — TN

‘r' 'r 2 2
u_rr+(u_n/r+(u_6ee)/r"2= 0

Given function is harmonic Given function is harmonic

sin(6) . .
© is harmonic or not.

r

v:-sin(0)/r$

v_r:diff(v,r)$

v_rr:diff(v,r,2)$

v_00:diff(v,0,2)$

print("v =",v)$

print("v_r=",radcan(v_r))$

print("v_rr =",radcan(v_rr))$

print("v_60 =",radcan(v_00))$
print("v_rr+(v_r)/r+(v_00)/r"2 =",radcan(v_rr+(v_r)/r+(v_00)/1"2))$
if radcan(v_rr+(v_r)/r+(v_00)/r"2) =0 then
print("Given function is harmonic")

else print("Given function is not harmonic")$
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v:—sin(8)/r$

Output: v_r:diff(v,r)$
v_rr:diff(v,r,2)$
Sln(Q) v_68:diff(v,8,2)$
v=— print("v =",v)$
r print("v_r =",radcan(v_r))$
print("v_rr =",radcan(v_rr))$
sin(9) print("v_66 ="radcan(v_86))3
vr = print("v_rr+(v_r)/r+(v_86)/r"2 ="radcan(v_rr+(v_r)/r+(v_B8)/r*2))%
7'2 if radcan(v_rr+{v_r)/r+(v_86)/r"2)=0 then
. print("Given function is harmonic")
2 sm(G) else print("Given function is not harmonic")$
vIrr = — 73 __ sin(9)
. r
— Sln(g) sin(8)
= v.r= 5
T r
vr v_060 __ 2sin(8)
vrr + + =0 V= 3
r 72 '
— sin(8)
Given function is harmonic - r

v_rr(v_r)/r+(v_60)/r"2 = 0
Given function is harmonic

Exercise:

Write a program to check whether the given functions are harmonic or not:

l.u=lo g\/m (Answer: Harmonic)
2. v = cos(x) sinh(y) (Answer: Harmonic)
3.u= x2+4x —y2+2y (Answer: Harmonic)
4.u = e(xcos(y) —ysin(y)) (Answer: Harmonic)
5.u= 3x%+ 2xy — 2y? (Answer: Not Harmonic)
6. v = —13sin(30) (Answer: Harmonic)
7.u = r2cos(30) (Answer: Not Harmonic)
8. u =@ (Answer: Harmonic)

T
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Experiment 4

Program to construct analytic functions (Milne-Thomson Method).

Aim: To construct analytic function from its real/imaginary part by applying Milne-Thomson Method

using Mathematics Softwares (FOSS).

Software: Maxima

Keys:

Key Function

Yol Complex imaginary unit v -1
assume(r>0) To declare that r is positive
realpart (expr) Returns the real part of expr.

imagpart (expr)

Returns the imaginary part of the expression expr.

conjugate (z)

Returns the complex conjugate of z.

abs (z)

The abs function represents the mathematical absolute
value function and works for both numerical and
symbolic values.

cabs (expr)

Calculates the absolute value of an expression
representing a complex number.

atan2 (y, x)

yields the value of atan(y/x) in the interval -%pi to %pi.

diff (expr, x)

Returns the first partial derivative of expr with respect to
the variable x.

subst (a, b, ¢)

Substitutes a for b in ¢

subst ([eq_1, ..., eq_k], expr)

For each equation, the right side will be substituted for
the left in the expression expr.

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

if cond 1 then expr_1 else expr 0

evaluates to expr 1 if cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays fext within inverted commas and evaluates and
displays expr

exp (x) or %e”"x

Represents the exponential function

log (x) Represents the natural (base e) logarithm of x.
sin (x) Trigonometric function sine of x

sinh (x) Hyperbolic function Hyperbolic Sine of x
Y%pi; 7T, an irrational number

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.

4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Milne-Thomson Method of constructing analytic function from its real or imaginary part:
Cartesian function:

Step 1. If the real part u is given then find f'(2) = ux — iuy. If the imaginary part v is given then find
f'(z) = vy+ ivx.

Step 2. Substitute x = z,y = 0 in f'(2) to express it in z.

Step 3. Integrate f'(z) with respect to z to get f(2).

Polar function:
U6Y 1f the imaci o
Step 1. If the real part u is given then find f'(z) = e~ (u, — ¢ J- If the imaginary part v is given
.
then find f'(2z) = e~ (% + iv ).
r T

Step 2. Substitute r = z, 8 = 0 in f'(z) to express it in z.

Step 3. Integrate f'(z) with respect to z to get f(2).

Program:
Program to construct analytic function when real part is given in x and y (Cartesian Function).

u:given function of x and y$

u_x:diff(u,x)$

u_y:diff(u,y)$

firadcan(subst([x=z, y=0], u_x-%i*u_y))$
F:radcan(integrate(f,z))$

print("u=",u)$

print("f'(z)=",H)$

print(" Required Analytic function is f(z)=",F)$

Program to construct analytic function when imaginary part is given in x and y (Cartesian Function).

v:given function of x and y$

v_x:diff(v,x)$

v_y:diff(v,y)$

f:radcan(subst([x=z, y=0], v_y+%i*v_x))$
F:radcan(integrate(f,z))$

print("v=",v)$

print("f'(z)=",H)$

print(" Required Analytic function is f(z)=",F)$
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Program to construct analytic function when real part is given in r and 6 (Polar Function).

u: given function inrand 0 $
u_r:diff(u,r)$
u_0:diff(u,0)$

f:radcan(subst([r=z, 6=0], exp(-%i*0)*(u_r-%i*u_0/r)))$

F:radcan(integrate(f,z))$

print("u=",u)$

print("f'(z)=",H)$

print(" Required Analytic function is f(z)=",F)$

Program to construct analytic function when imaginary part is given in r and 8 (Polar Function).

v:given function inr and 0 $
v_r:diff(v,r)$
v_0:diff(v,0)$

f:radcan(subst([r=z, 0=0], exp(-%i*0)*(v_0/r+%i*v _r)))$

F:radcan(integrate(f,z))$

print("v=",v)$

print("f'(z)=",H$

print(" Required Analytic function is f(z)=",F)$

Worked Examples:

Problem 1. Write a program to construct an analytic function whose real part is u = log Vx2 + y2.

Program:

u:1/2*log(x"2+y"2)$ v
u_x:diff(u,x)$

u_y:diff(u,y)$

firadcan(subst([x=z, y=0], u_x-%i*u_y))$
F:radcan(integrate(f,z))$

print("u=",u)$

print("f'(z)=",H)$ N

u:1/2-log(x"2+y*2)$

u_x:diff(u,x)$

u_y:diff(u,y)$

f:radcan(subst([x=z, y=0], u_x-%i-u_y))$
F:radcan(integrate(f,z))$

print("u=",u)$

print("f(z)=",/)$

print(" Required Analytic function is f(z)=",F)3

2 2
log(y +x )
2

u=

flz)= A
z

Required Analytic function is f(z)= log(z)

print(" Required Analytic function is f(z)=",F)$
Output:
log(y? + x2)
u=___

2
1

)=+
Required Analytic function is (z) = log(z)
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Problem 2. Write a program to construct an analytic function whose real part is u = si(x) cosh(y).

Program:

Output:

Problem 3. Write a program to construct an analytic function whose real part is u =

Program:

Output:

u:sin(x)*cosh(y)$

u_x:diff(u,x)$

u_y:diff(u,y)$

f:radcan(subst([x=z, y=0], u_x-%i*u_y))$
F:radcan(integrate(f,z))$

print("u=",u)$

print("f'(z)=",H)$

print(" Required Analytic function is f(z)=",F)$

u = sin(x) cosh(y)
f'(z) = cos(2)

Required Analytic function is (z) = sin(z)

u:sin(2*x)/(cosh(2*y)-cos(2*x))$

u_ x:diff(u,x)$

u_y:diff(u,y)$

fitrigreduce(trigrat(subst([x=z, y=0], u_x-%i*u_y)))$
F:trigreduce(trigrat(integrate(f,z)))$

print("u=",u)$

print("f'(z)=",H)$

print(" Required Analytic function is f(z)=",F)$

sin(2x)
u=
cosh(2y) — cos(2x)
f(@) = ————
cos(2z) —1

Required Analytic function is (z) = cot(z)

u:sin(x)-cosh(y)$

u_x:diff(u,x)$

u_y:diff(u,y)$

f:radcan(subst([x=z, y=0], u_x—%i-u_y))$
F:radcan(integrate(f,z))$

print("u=",u)$

print("f'(z)=",f)%

print(" Required Analytic function is f(z)=",F)$

u= sin(x)cosh(y)
f(z)= cos(z)
Required Analytic function is f(z)= sin(z)

sin(2x)

cosh(2y)—cos(2x)

u:sin(2-x)/(cosh(2-y)—-cos(2-x))$
u_x:diff(u,x)$
u_y:diff(u,y)$
f:trigreduce(trigrat(subst([x=z, y=0], u_x—%i-u_y)))$
F:trigreduce(trigrat(integrate(f,z)))$
print("u=",u)$
print("f(z)=",f)$
print(" Required Analytic function is f(z)=",F)3
= sin(2 x)
cosh(2 y)-cos(2x)

-
cos(2 z)-1
Required Analytic function is f(z)= cot(z)

f(z)=
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Problem 4. Construct an analytic function whose imaginary part is v = e(x sin(y) + y cos(y))

Program:

Output:

Problem 5. Construct an analytic function whose imaginary partis v = —

Program:

Output:

viexp(x)*(x*sin(y)ty*cos(y))$
v_x:diff(v,x)$

v_y:diff(v,y)$

f:radcan(subst([x=z, y=0], v_y+%i*v_x))$
F:radcan(integrate(f,z))$

print("v=",v)$

print("f'(z)=",H$

viexp(x)-(x-sin(y)+y-cos(y))$

v_x:diff(v,x)$

v_y:diff(v,y)$

firadcan(subst([x=z, y=0], v_y+%i-v_x))$
F:radcan(integrate(f,z))$

print("v=",v)3

print("f'(z)=",1)3

print(" Required Analytic function is f(z)=",F)$

v= %ex (x sin(y)+y cos(y))
f(z)= (z+1) %e”

Required Analytic function is f(z)= z %eZ

print(" Required Analytic function is f(z)=",F)$

v = e(x sin(y) + y cos(y))
f'(2) = (z+ 1)%ez

Required Analytic function is f(z) = z%e=

v:-sinh(2*y)/(cosh(2*y)-cos(2*x))$
v_x:diff(v,x)$

v_y:diff(v,y)$

f:radcan(subst([x=z, y=0], v_y+%i*v_x))$
F:radcan(integrate(f,z))$

print("v=",v)$

print("f'(z)=",H$

print(" Required Analytic function is f(z)=",F)$
print(" That is, f(z)=",trigreduce(trigrat(F)))$

sinh(2y)

cosh(2y) — cos(2x)
2

V=

[ = cos(2z) — 1

Required Analytic functionis f(z) =

That is, f(z) = cot(z)

sinh(2y)

cosh(2y)—cos(2x)

v:—sinh(2-y)/(cosh(2-y)—cos(2-x))$
v_x:diff(v,x)$

v_y:diff(v,y)$

f:radcan(subst([x=z, y=0], v_y+%i-v_x))$
F:radcan(integrate(f,z))S

print("v=",v)$

print("f (z)=",)$

print(" Required Analytic function is f(z)=",F)3$
print(" That is, f(z)=",trigreduce(trigrat(F)))$

e sinh(2 y)
cosh(2 y)-cos(2 x)
f(z)= - S
cos(2z)-1
2z)+1
Required Analytic function is f(z)= u
sin(2 z)

That is, f(z)= cot(z)

cos(2z) +1
sin(2z)
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Problem 6. Write a program to construct an analytic function whose real part is u =

Program:
u:cos(0)/r$
u_r:diff(u,r)$
u_0:diff(u,0)$

cos(0)

r

f:radcan(subst([r=z, 6=0], exp(-%i*0)*(u_r-%i*u_0/r)))$

F:radcan(integrate(f,z))$
print("u=",u)$
print("f'(z)=",H$

print(" Required Analytic function is f(z)=",F)$

Output:
cos(6)

u=
r

1
f@=-7

Required Analytic functionis f(z) = 3

1

u:cos(8)/r$

u_r:diff(u,r)$

u_6:diff(u,08)$

f:radcan(subst([r=z, 8=0], exp(—%i-8)-(u_r—%i-u_06/r)))$
F:radcan(integrate(f,z))$

print("u=",u)$

print("f(z)=",f)$

print(" Required Analytic function is f(z)=",F)3

- cos(8)
I

flg= -

Z

Required Analytic function is f(z)= 4
z

1
Problem 7. Write a program to construct an analytic function whose real part is u = (r + -) cos(6)
.

Program:
u:(r+1/r)*cos(0)$
u_r:diff(u,r)$
u_0:diff(u,0)$

f:subst([r=z, 0=0], exp(-%i*0)*(u_r-%i*u_6/r))$

F:integrate(f,z)$
print("u=",u)$
print("f'(z)=",H)$

print(" Required Analytic function is f(z)=",F)$

Output:

u=(r +5 cos(0)
r

1
f'(Z)=1—ZT

1

Required Analytic functionis f(z) =z + 7

u:(r+1/r)-cos(8)$

u_r:diff(u,r)$

u_6:diff(u,8)$

f:subst([r=z, 6=0], exp(-%i-8)-(u_r—%i-u_6/r))$
F:integrate(f,z)$

print("u=",u)$

print("f(z)=",1)3%

print(" Required Analytic function is f(z)=",F)3

u= (r+L)cos(6)
F

L e i
f(z)= 1 -
z

Required Analytic function is f(z)= z+i
Z
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1
Problem 8. Write a program to construct an analytic function whose imaginary partis v = (r — -) sin(6)
T

Program:
vi(r-1/r)*sin(0)$
v_r:diff(v,r)$
v_0:diff(v,0)$
f:radcan(subst([r=z, 6=0], exp(-%i*0)*(v_0/r+%i*v _r)))$
F:integrate(f,z)$
print("v=",v)$ vi(r=1/r)-sin(8)3
. v_r:diff(v,r$
print("f'(z)=",H)$ v_6:diff(v,8)3
f:radcan(subst([r=z, 6=0], exp(—%i-8)-(v_6/r+%i-v_r)))$
print(" Required Analytic function is f(z)=",F)$ En‘;‘:ff’fjgf;)s
print("F(2)="1)%
Output: print(" Required Analytic function is f(z)=",F)$
1 . v= (r— i)sin(e)
v = (r —J)sin(0) 2’
T o 2=
z2—1 e i
'(2) =
f Required Analytic function is f(z)= z+i
72 z

1
Required Analytic functionis f(z) =z + X

Problem 9. Write a program to construct an analytic function whose imaginary partis v = r2 cos(28)

Program:
vir2*cos(2*0)$
v_r:diff(v,r)$
v_0:diff(v,0)$
f:radcan(subst([r=z, 6=0], exp(-%i*0)*(v_0/r+%i*v_r1)))$
F:radcan(integrate(f,z))$ ————
: ne,—n v_r:diff(v,r$
print("v=",v)$ v_B:diff(v,8)$
print("f(z):" f)$ f:radcan(subst([r=z, 6=0], exp(-%i-0)-(v_6/r+%i-v_r)))$
’ F:radcan(integrate(f,z))$
print(" Required Analytic function is f(z)=",F)$ print("v=",v)$
print("f(z)="1)$
Output: print(" Required Analytic function is f(z)=",F)$
v =12 COS(ZQ) v= r2 cos(28)
f(z)= 2 %i z
1 .
f'(2) = 2%iz Required Analytic function is f(z)= %i z2

Required Analytic function is (z) = %iz>
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Exercise:

Write a program to construct an analytic function from the given real part (1) or imaginary part (v):

l.u= x?—y2

xt—yt—2x
x2+y?

3.u = e2(x cos(2y) — y sin(2y))
4.u = r?cos(20)

2.Uu =

5.v = cos(x) cosh(y)

x—

6.v=""
Y2452

7 p=— sin(0)

T

8.v= +rsin(®)
2

(Answer: (z) = z2)
(Answer: (z) = 231)_

(Answer: f(z) = ze??)
(Answer: f(z) = z?)

(Answer: f(z) = %i cos(z) )
(Answer: (z) = %i)

Z

(Answer: (z) = 1)

z

(Answer: (2) =z
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Experiment 5
Program to find cross-ratio of points and related concepts.

Aim: To find the cross ratio of given points and bilinear transformation related problems using
Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
Yol Complex imaginary unit v/ -1
assume(r>0) To declare that r is positive
realpart (expr) Returns the real part of expr.

imagpart (expr)

Returns the imaginary part of the expression expr.

conjugate (z)

Returns the complex conjugate of z.

abs (z)

The abs function represents the mathematical absolute
value function and works for both numerical and
symbolic values.

cabs (expr)

Calculates the absolute value of an expression
representing a complex number.

atan2 (y, x)

yields the value of atan(y/x) in the interval —%pi to %pi.

rectform (expr)

Returns an expression a + b %i equivalent to expr, such
that @ and b are purely real

The function definition operator.

fix 1,..,x_n):=expr

Defines a function named f'with arguments x 1/, ..., x n
and function body expr

subst ([eq 1, ..., eq_k], expr)

For each equation, the right side will be substituted for
the left in the expression expr.

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

if cond 1 then expr_1 else expr 0

evaluates to expr 1 if'cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

solve (expr, x)

Solves the algebraic equation expr for the variable x and
returns a list of solution equations in x

inf

inf represents real positive infinity

%opi;

1, an irrational number

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.

3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:
Cross Ratio:
Let z1, z2, z3, z4 be four distinct points in the extended complex plane Ce then the following

(z1— z2) (23— z4)
(z2 — z3)(z4 — 71)

is called the cross ratio of z1, z2, z3, z4 and is denoted by ( z1, z2, z3, z4 ). By performing permutations
on the four points z1, z2, z3, z4 we get 4! = 24 cross ratios but only six of them are distinct. Thus,

distinct cross ratios of z1, z2, Z3, z4 are given by:

(z1— 22)(23— z4) 0 (z1— 2z2)(z4— 23) 3 (z1— 23) (22— 24)

(z2— 23)(24— z1) (z2— 24) (23— z1) (z3— 22)(24— z1)
(z1— 23)(24— 22) 5 (21— z4) (22— 23) 6 (21— z4) (23— 22)
(z3— 24) (22— z1) (z4— 22)(23— z1) (z4— 23)(22— z1)

The values of these distinct cross ratios are related. If the first one is A then the others will be:

_,1—2A 14 1 1 ]n this manual we take the first value for cross ratio and define cross ratio
1-1 1 1-2 2

of z1, z2, 3, 4 as:

(z1—2z2) (23 — z4)

(1,22,23,24) :2 2 — 23)(24 — z1)

Further note that,
(z,z,z,z ) = (z1—22) ifz =0
1'72'73""4 =YD
(z,z,z,z ) = (z1—22) ifz = o0
1 3% (e 3
(Z,Z,Z,Z):M ifz =
1°72'73""4
(z1—z4)
(z,z,z,z)zw ifz =00
1 3’4 (23— 22) 1
The linear transformation: A transformation of the form w = az + b, is called a linear transformation,
where a and b are complex constants.

- . . az+b
Bilinear transformation: A transformation of the form w = ___ i called a Bilinear transformation or
cz+

linear fractional transformation, where a, b, c, d are complex constants and ad — bc # 0. This

transformation is linear in both w and z and hence it is bilinear transformation. It is also called Mobius

. . . —dw+b
transformation. Inverse transformation is z = -

cw—a
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Preservation of cross ratio: Any bilinear transformation preserves cross ratio. i.e., cross ratio is

invariant under a bilinear transformation. This fact can be used to find a bilinear transformation which

maps z1,z2,z3 to w1, wz, ws respectively by using:

1e.,

(z— z1)(z2— z3)  (W—w1)(w2—ws)

(z1-z )}(z 3 2) waw)w —w)

w—wi1)(wz— w3)(z1— z2)(z3— z) = (W1 — w2)(W3s — w)(z — z1)(22 — z3)

Further note that,

Program:

(w—=wi))(w2—w3)(z1—2z2) = —(wWi1—w2)(Ws— w)(z— z1)if z3 =
w—=—wi))(w2—w3)(z3—2) =—(w1— w2)(W3s— w)(z— z1)if z2=00
(w—=wi)(w2—w3)(z3—2z) =—(Wi1—w2)(Ws— w)(z2— z3)if z1 =0
w—=w1)(z1— z2)(z3— z) = —(w1— w2)(z — z1)(Z22— z3) if w3 =
w=wi))(z1— z2)(z3— 2) =—(W3— w)(z— z1)(z2— z3)if w2 =00
(w2—=w3)(z1—22)(z3—2) = —(w3—w)(z—2z1)(22 — z3) ifw1 =0

Program to find the cross ratio of four points ( 1, z2, z3, z4).

z1:given value of z1$

z2: given value of z2$

z3: given value of z3$

z4: given value of z4$
CR:radcan(((z1-z2)*(z3-z4))/((z2-23)*(z4-z1)))$
print("Cross Ratio (z1, z2, z3, z4) =", CR)$

Program to check invariance of cross ratio of four points ( 1, z2, Z3, z4) in a bilinear transformation.

w(z):= given transformation$

z1:given value of z1$

z2: given value of z2$

z3: given value of z3$

z4: given value of z4$
CR1:radcan(((z1-z2)*(z3-z4))/((z2-2z3)*(z4-z1)))$
CR2:radcan(((w(z1)-w(z2))*(w(z3)-w(z4)))/(w(z2)-w(z3))*(w(z4)-w(z1))))$
print("Given transformation is w(z) =", w(z))$

print("Cross Ratio (z1, z2, z3, z4) =", rectform(CR1))$

print("Cross Ratio (w1, w2, w3, w4) =", rectform(CR2))$

if rectform(CR 1)=rectform(CR2) then

print("Cross ratio is invariant in the given transformation")

else print("Cross ratio is not preserved in the given transformation")$
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Program to find bilinear transformation which maps 1, z2, z3 to w1, w2, ws respectively

z1: given value of z1$

72: given value of z2$

z3: given value of z3$

wl: given value of w1$

w2: given value of w2$

w3: given value of ws$
eq:(w-wl)*(w2-w3)*(z1-22)*(z3-z)=(W1-w2)*(W3-w)*(z-z1)*(z2-23)$
print("Required Bilinear Transformation is w(z)=", radcan(rhs(solve(eq,w)[1])))$

Note: When one of the given points is infinity, use correct expressions given in definitions section.

Worked Examples:
Problem 1. Write a program to find the cross ratio of four points i, 1, 2 — i, 3.
Program: 1-%iS
71:%i$ z2:1%
z3:2-%i$
z2:1$ z4:3%
oy CR:radcan(((z1-z2)-(z3-z4))/((z2-z3)-(z4-z1)))$
23:2-%i$ print("Cross Ratio (z1, z2, z3, z4) =", CR)$
z4:3% Cross Ratio (z1, z2, z3, z4) = Of_i +;
GD] -
CR:radcan(((z1-z2)*(z3-z4))/((z2-23)*(z4-z1)))$
print("Cross Ratio (z1, z2, z3, z4) =", CR)$
Output:
%i +1
Cross Ratio (z1,z2,23,z4) = i3
Problem 2. Write a program to find the cross ratio of four points i, 1, 2, oo.
Program:
z1:%i$ z1:%i$
. z2:1%
22:18 z3:2%
z3:2% z4:inf$
CR:radcan((z1-z2)/(z3-22))$
z4:inf$ print("Cross Ratio (z1, z2, z3, z4) =", CR)$
CR:radcan((Zl-Z2)/(Z3-Z2))$ Cross Ratio (z1, z2, 23, z4) = %i—1
print("Cross Ratio (z1, z2, z3, z4) =", CR)$
Output:

Cross Ratio (z1,z2,z3,z4) = %i — 1
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Problem 3. Write a program to check invariance of cross ratio of four points (i, 1, 2 — i, 3) in the

Program:

Output:

Given transformationis (z) =
Cross Ratio (z1,22,2z3,z4) = —

Cross Ratio (wl,w2,w3,w4) = —

1+iz

transformation w =

1—iz

w(z)=(1+%i*2)/(1-%i*z)$

CR1:radcan(((z1-z2)*(z3-z4))/((z2-23)*(z4-z1)))$
CR2:radcan(((w(z1)-w(z2))*(w(z3)-w(z4)))/(w(z2)-w(z3))*(w(z4)-w(z1))))$
print("Given transformation is w(z) =", w(z))$

print("Cross Ratio (z1, z2, z3, z4) =", rectform(CR1))$

print("Cross Ratio (w1, w2, w3, w4) =", rectform(CR2))$

if rectform(CR 1)=rectform(CR2) then

print("Cross ratio is invariant in the given transformation")

else print("Cross ratio is not preserved in the given transformation")$

%iz + 1

1— %iz
2%i 1

5 5
2%i 1

5 5

Cross ratio is invariant in the given transformation

w(z):=(1+%i-z)/(1-%i-z)$

z1:%i$

z2:1%

z23:2-%i%

z4:3%

CR1:radcan(((z1-z2)-(z3—z4))/((z2-z3)-(z4-21)))3
CR2:radcan(((w(z1)-w(z2))-(w(z3)-w(z4)))/((w(z2)-w(z3))-(w(z4)-w(z1))))S
print("Given transformation is w(z) =", w(z))$

print("Cross Ratio (z1, z2, z3, z4) =", rectform(CR1))$

print("Cross Ratio (w1, w2, w3, w4) =", rectform(CR2))$

if rectform(CR1)=rectform(CR2) then

print("Cross ratio is invariant in the given transformation")

else print("Cross ratio is not preserved in the given transformation")s

e
Given transformation is w(z) = Wi z+1
1-%iz
i
Cross Ratio (z1, z2, 23, z4) = - 2%i _ %
i
Cross Ratio (w1, w2, w3, wd) = — 25/"' - %

Cross ratio is invariant in the given transformation
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Problem 4. Write a program to check invariance of cross ratio of four points (2, i, —2, —i) in the

transformation w = S_i
4z—2
Program:
w(z):=(5-4%2)/(4%2-2)$
z1:2$
72:%i$
73:-2%
74:-%i$
CR1:radcan(((z1-z2)*(z3-z4))/((z2-z3)*(z4-z1)))$
CR2:radcan(((w(z1)-w(z2))*(w(z3)-w(z4)))/(w(z2)-w(z3))*(w(z4)-w(z1))))$
print("Given transformation is w(z) =", w(z))$
print("Cross Ratio (z1, z2, z3, z4) =", rectform(CR1))$
print("Cross Ratio (w1, w2, w3, w4) =", rectform(CR2))$
if rectform(CR 1)=rectform(CR2) then
print("Cross ratio is invariant in the given transformation")
else print("Cross ratio is not preserved in the given transformation")$
Output:
5—-4z
Given transformationis (z) = 4y —2
24%i 7
Cross Ratio (z1,22,23,z4) = — TR
24%1 7
Cross Ratio (wl,w2,w3,w4) = — SE 3%

Cross ratio is invariant in the given transformation

w(z):=(5—-4-2)/(4-z-2)$

z1:.2%

z2.%i%

z3:-2%

z4:—%i$

CR1:radcan(((z1—-z2)-(z3—-z4))/((z2-z3)-(z4-21)))$
CR2:radcan(((w(z1)-w(z2))-(w(z3)—w(z4)))/((w(z2)-w(z3))-(w(z4)-w(z1))))S
print("Given transformation is w(z) =", w(z))3$

print("Cross Ratio (z1, z2, z3, z4) =", rectform(CR1))$

print("Cross Ratio (w1, w2, w3, w4) =", rectform(CR2))$

if rectform(CR1)=rectform(CR2) then

print("Cross ratio is invariant in the given transformation")

else print("Cross ratio is not preserved in the given transformation")$

Given transformation is w(z) = 5-4z
4z-2
o
Cross Ratio (21, z2, 23, z4) = - 24%i 7
25 25
sz
Cross Ratio (w1, w2, w3, wg) = - 221 _ T
25 25

Cross ratio is invariant in the given transformation
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Problem 5. Write a program to find the bilinear transformation which maps —i, 0, i to

Program:

Output:

—1, i, 1 respectively.

. z1:-%i$
z1:-%i$ 22:0$
z3:%i%
22:08 wi:=13
w2:%i$
.0/ 1 w3:1%
z3: A)1$ eq:(w—w1)-(w2-w3)-(z1-22)-(z3-z)=(w1-w2)-(w3-w)-(z—21)-(z2-23)$
wl: 1$ print("Required Bilinear Transformation is w(z)=",factor(rhs(solve(eq,w)[1])))$
’ N o %i(2-1)
0/: Required Bilinear Transformation is w(z)= - ——
w2:%i$ z+1
w3:1$

eq:(w-wl)*(w2-w3)*(z1-22)*(z3-z)=(w1-w2)*(w3-w)*(z-z1)*(z2-23)$

print("Required Bilinear Transformation is w(z)=",factor(rhs(solve(eq,w)[1])))$

%(z—1)

Required Bilinear Transformationisw = —
z+1

Problem 6. Write a program to find the bilinear transformation whichmaps 0, 1, o to

Program:

Output:

-5, —1, 3 respectively.

21:0$ 21:08
z2:1%

72:1% z3:inf$
w1:-5%

z3:inf$ w2:-1$
w3:3%

wl:-5% eq:(w-w1)-(w2-w3)-(z1-z2)=—(w1-w2)-(W3—-w)-(z—z1)$
print("Required Bilinear Transformation is w(z)=", radcan(rhs(solve(eq,w)[1])))$

w2:-1$ o
Required Bilinear Transformation is w(z)=

w3:3$ 2

eq:(w-wl)*(w2-w3)*(z1-z2)=-(w1-w2)*(w3-w)*(z-z1)$

print("Required Bilinear Transformation is w(z)=", radcan(rhs(solve(eq,w)[1])))$

3z—-5

Required Bilinear Transformationisw =
z+1
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Problem 7. Write a program to find the bilinear transformation which maps

Program:

Output:

0, 1, oo respectively.

1, i, —1to

%i+1)(z-1)
(%i-1)(z+1)

z1:1%
z2:%i$
2351%
z1:1$ w1:0$
w2:1$
72:%i1$ w3:inf$
eq:.(w—w1)-(z1-z2)-(z3—-z)=—(w1-w2)-(z—-z1)-(22-23)$
73:-1 $ print("Required Bilinear Transformation is w(z)=",factor(rhs(sclve(eq,w)[1])))$
’ print("That is, w(z)=",rectform(factor(rhs(solve(eq,w)[1]))))$
wl :O$ Required Bilinear Transformation is w(z)= ¢
w2:1$ -
r T D (21 L
. +
w3:inf$ Z

eq:(w-wl)*(z1-22)*(z3-z)=-(W1-w2)*(z-z1)*(z2-23)$

print("Required Bilinear Transformation is w(z)=",factor(rhs(solve(eq,w)[1])))$

print("That is, w(z)=",rectform(factor(rhs(solve(eq,w)[1]))))$

(i+1)(z—1)

Required Bilinear Transformation isw =
%(z—-1)

That is,w(z) = —
z+1

(%i—1)(z+1)

Problem 8. Write a program to find the bilinear transformation which maps oo, i, 0 to

Program:

Output:

0, 1, oorespectively.

z1:inf$
. 22:%i%
z1:inf$ 23:08
) w1:0%
72:%i$ W2:%i$
w3:inf$
z3:08 eq:(w-w1)(z3-z)=(w1-w2)-(z2-23)$
1:08 print("Required Bilinear Transformation is w(z)=",radcan(rhs(solve(eq,w)[1])))$
Wl
. Required Bilinear Transformation is w(z)= — 4
w2:%i$ a
w3:inf$

eq:(w-wl)*(z3-z)=(w1-w2)*(z2-z3)$

print("Required Bilinear Transformation is w(z)=",radcan(rhs(solve(eq,w)[1])))$

1
Required Bilinear Transformationisw = — P
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Exercise:

Write a program to find the cross ratio of four points ( 1, z2, z3, Z4).

1.21=0,22=3, z3=4, z4=6 (Answer: Cross Ratio = —1)
. |

2oz1 =122 =10 23 =0 24 = L (Answer: Cross Ratio =)
' ' ' i+1
3.21=0, z2=1i,z3 =00, z4 = —1 (Answer: Cross Ratio = —i)

Write a program to check invariance of cross ratio of four points ( 1, z2, z3, z4)

in the given transformation w.

3z—5
1.z1=5,22=3, 23 =—2,z4 =% andw = — (Answer. Cross Ratio is invariant)
VA
=0 d _ z+1
2.21=1i,22 =3, 23 =2, z4 _ Jadw= — (Answer: Cross Ratio is invariant)
P
—fandw = o _
3.21=0,2z2 =1, z3 =—1, z4 —tandws= 0 (Answer: Cross Ratio is invariant)
—lTlzZ

Write a program to find the bilinear transformation which maps z1, z2, z3 to w1, w2, w3 respectively.

2+ %i
l.z1=1,22 =—1,23 =coand w1 =1+i, wa =1—1i, ws — 1 (Answer: w = ; )
%(z=1
2.71 =—i,z2 =0, z3 =iand w1 =—1, w2 =i, ws = 1 (Answer: w = — Z+1)
3.21=—1,22 =0, z3 =1and w1 =0, wz =i, wz — ! (Answer: w = - ZZ;)
. %iz+1
4.7z1=1,72 =i, z3=—1and w1 =i, w2 =0, ws — ! (Answer: w = — %iz_g
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Experiment 6

Program to find fixed points of bilinear transformations.

Aim: To find the fixed points of a bilinear transformation using Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
Yol Complex imaginary unit v/ -1
assume(r>0) To declare that r is positive
realpart (expr) Returns the real part of expr.

imagpart (expr)

Returns the imaginary part of the expression expr.

conjugate (z)

Returns the complex conjugate of z.

abs (z)

The abs function represents the mathematical absolute
value function and works for both numerical and
symbolic values.

cabs (expr)

Calculates the absolute value of an expression
representing a complex number.

atan2 (y, x)

yields the value of atan(y/x) in the interval —%pi to %pi.

rectform (expr)

Returns an expression a + b %i equivalent to expr, such
that @ and b are purely real

The function definition operator.

fix 1,..,x _n):=expr

Defines a function named f with arguments x 7, ...,x n
and function body expr

subst ([eq 1, ..., eq_k], expr)

For each equation, the right side will be substituted for
the left in the expression expr.

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

if cond 1 then expr 1 else expr 0

evaluates to expr 1 if cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays fext within inverted commas and evaluates and
displays expr

solve (expr, x)

Solves the algebraic equation expr for the variable x and
returns a list of solution equations in x

inf

inf represents real positive infinity

%pi;

77, an irrational number

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.

3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

az+b

Bilinear transformation: A transformation of the form w = is called a Bilinear

cz+d

transformation or linear fractional transformation, where a, b, ¢, d are complex constants and

ad — bc # 0. This transformation is linear in both w and z and hence it is a bilinear

. . . . . . —dw+b
transformation. It is also called Mobius transformation. Inverse transformation is z =

cw—a

Fixed points or Invariant points of a transformation: If w = (z) is any transformation from
the z —plane to the w —plane, the fixed points of the transformation are the solutions of the
equation z = f(z).i.e., if w = zthen it is a fixed point or invariant point of the transformation.
A fixed point is mapped to itself in the transformation. Invariant points are got by taking w =

7 in the transformation.

Fixed points or Invariant points of a Bilinear transformation: Fixed points of a bilinear

. az+b . az+b . s . . .
transformation w = are given by z = . On simplification this equation, we get
cz+d cz+d

czZ+ (d —a) — b = 0. Since, it is a quadratic in z, a bilinear transformation will have at

most two fixed points. In fact,
az+b

1. w= - will have two finite fixed points if ¢ # 0 and (d — a)? + 4ac # 0
CczZ

2. w= az“; will have one finite fixed point if ¢ # 0 and (d — a)? + 4ac = 0
cz+

3. w= az+z will have oo and one finite fixed pointif ¢ = 0 and a # d
cz+

4. w= """ will have o as the only fixed pointifc = 0anda =d
cz+d

Program:

Program to find the fixed points of a given bilinear transformation.
w(z):= given function of z$
SOL:solve(z=w(z),z)$
print("Given Bilinear Transformation is w(z)=",w(z))$
if length(SOL)=0 then print("Fixed point of w(z) is",inf)
elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and", SOL[2])$
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Worked Examples:

Problem 1. Write a program to find the fixed points of bilinear transformation w = =
1+z

Program:
w(z):=(1-2)/(1+z)$
SOL:solve(z=w(z),2)$
print("Given Bilinear Transformation is w(z)=",w(z))$
if length(SOL)=0 then print("Fixed point of w(z) is",inf)
elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$
Output:
1-z
z+1
Fixed points of (z) are z = —2 —1land z=v2-1

Given Bilinear Transformation is (z) =

w(z):=(1-2)/(1+2)%

SOL:solve(z=w(z),z)$

print("Given Bilinear Transformation is w(z)=",w(z))5

if length(SOL)=0 then print("Fixed point of w(z) is",inf)

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

Given Bilinear Transformation is w(z)= =

z+1
Fixed points of w(z) are z=~,/2-1 and z=,/2-1

—3z+5i

Problem 2. Write a program to find the fixed points of bilinear transformation w =

1-iz

Program:
w(z):=(-3*z+5%%i)/(1-%i*z)$
SOL:solve(z=w(z),z)$
print("Given Bilinear Transformation is w(z)=",w(z))$
if length(SOL)=0 then print("Fixed point of w(z) is",inf)
elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$
Output:
5%i — 3z
11— %iz
Fixed points of (z) are z = %i and z = —5%i

Given Bilinear Transformation is w(z) =
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Problem 3. Write a program to find the fixed points of bilinear transformation w =

Program:

Output:

W(z):=(—3-z+5-%i)/(1-%i-z)$

SOL:solve(z=w(z),2)$

print("Given Bilinear Transformation is w(z)=",w(z))$
if length(SOL)=0 then print("Fixed point of w(z) is",inf)

5%i-3z
1-%iz
Fixed points of w(z) are z=%i and z=-5 %i

Given Bilinear Transformation is w(z)=

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

w(z):=(6*2-9)/z$
SOL:solve(z=w(z),2)$
print("Given Bilinear Transformation is w(z)=",w(z))$

if length(SOL)=0 then print("Fixed point of w(z) is",inf)

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])

else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

6z—-9
Given Bilinear Transformation is w(z) =

z
Fixed point of (z)isz =3

w(z):=(6-z-9)/z%

SOL:solve(z=w(z),2)$

print("Given Bilinear Transformation is w(z)=",w(z))$
if length(SOL)=0 then print("Fixed point of w(z) is",inf)

else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

Given Bilinear Transformation is w(z)= oz=9

Fixed point of w(z) is z=3

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])

6z—9

Z

Problem 4. Write a program to find the fixed points of bilinear transformation w = z + 3.

Program:

w(z):=(-3*z+5*%%:1)/(1-%i*z)$
SOL:solve(z=w(z),z)$

print("Given Bilinear Transformation is w(z)=",w(z))$
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Output:

if length(SOL)=0 then print("Fixed point of w(z) is",inf)
elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

Given Bilinear Transformation is (z) =z + 3

Fixed point of w(z) is o

w(z):=z+3%

SOL:solve(z=w(z),z)%

print("Given Bilinear Transformation is w(z)=",w(z))%

iIf length(SOL)=0 then print("Fixed point of w(z) is",inf)

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$
Given Bilinear Transformation is w(z)= z+3

Fixed point of w(z) is =

Problem 5. Write a program to find the fixed points of bilinear transformation w = ___

Program:

Output:

z—21

w(z):=(-3*z+5%%i1)/(1-%i*z)$

SOL:solve(z=w(z),z)$

print("Given Bilinear Transformation is w(z)=",w(z))$

if length(SOL)=0 then print("Fixed point of w(z) is",inf)

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

1

Given Bilinear Transformation is (z) = 7 %

Fixed point of w(z) is z = %i

w(z):=1/(z—2-%i)$

SOL:solve(z=w(z),z)$

print("Given Bilinear Transformation is w(z)=",w(z))$

if length(SOL)=0 then print("Fixed point of w(z) is",inf)

elseif length(SOL)=1 then print("Fixed point of w(z) is",SOL[1])
else print("Fixed points of w(z) are",SOL[1], "and",SOL[2])$

1

Given Bilinear Transformation is w(z)=
z-2 %i

Fixed point of w(z) is z=%i
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Exercise:

Write a program to find the fixed points of given bilinear transformation w.

lLw=735 Answer: z = %iand z = —5%))
z+1
2.w= 6;:3; (Answer: z=2%iand z= %))
z+1
3w = I (Answer: z = —%iand z =% )
4. w=2z+3 (Answer: z = —3)
S'WZZT (Answer: z=0andz=1)
6.w = 3:? (Answer: z = 2)
_ 3iz+1 L
7w = — (Answer: z = % )
_ (+2)-2
8 - Py (Answer: z=1—%iandz=%i+1)
z—3
O.w= —
ey (Answer: z = —/3%i and z=/3%)
1
10.w =

(Answer: z=—1landz=1)
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Experiment 7

Program to verify De-Moivre’s theorem.

Aim: To verify DeMovire’s theorem using Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
Yol Complex imaginary unit /' —1
assume(r>0) To declare that r is positive
realpart (expr) Returns the real part of expr.

imagpart (expr)

Returns the imaginary part of the expression expr-.

conjugate (z)

Returns the complex conjugate of z.

abs (z)

The abs function represents the mathematical absolute
value function and works for both numerical and
symbolic values.

cabs (expr)

Calculates the absolute value of an expression
representing a complex number.

rectform (expr)

Returns an expression a + b %i equivalent to expr, such
that a and b are purely real

atan2 (y, x) yields the value of atan(y/x) in the interval -%pi to %pi.
Gives a canonical simplified quasilinear form of a
trigonometrical expression; expr is a rational fraction of

trigrat (expr) several sin, cos or tan, the arguments of them are linear

forms in some variables (or kernels) and %pi/n (n integer)
with integer coefficients.

subst (a, b, ¢)

Substitutes a for bin ¢

subst ([eq 1, ..., eq_k], expr)

For each equation, the right side will be substituted for
the left in the expression expr.

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

if cond 1 then expr 1 else expr 0

evaluates to expr 1 if'cond 1 evaluates to true, otherwise
the expression evaluates to expr 0.

exp (x) or %0e"x

Represents the exponential function

sin (x)

Trigonometric function sine of x

%pi;

77, an irrational number

Note:

1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.

4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

DeMoivre’s Theorem: For any real number 8 and integer n,
(cos(8) + i sin(8))" = cos(n) + i sin(nbh)
. .6
Further, for any real number 8 and natural number n, €05 e_) +1isin() isone of roots of the n-th
n n

1 1
roots of (cos(0) + i sin(6))rand all roots of n-th roots of (cos(0) + i sin(6))~are given by

0 + 2mk 0 + 2rtk
(cos(—n)+isin(—n))fork =0,12,(n—-1).

In fact, for any rational number 2in canonical form (i.e.,p € Z, q € N, HC(p,q) = 1), all
q

values of (cos(0) + i sin(H))anre given by
pO + 2mk pO + 2mk
(cos (—q) + isin(—q )) fork=0,1,2,-,(q — 1).
Verification of DeMoivre’s Theorem: DeMovire’s theorem can be easily verified by equating its LHS
with RHS for given values of 6 and n.
Program:
Program to verify DeMoivre’s Theorem for given values of n and 6
kill(all)$
n: given value of n (if given)$
0: given value of 0 (if given)$
LHS:(cos(0)+%i*sin(0))" n$
RHS:cos(n*0)+%i*sin(n*0)$
print("LHS=",LHS)$
print("On simplication, LHS=",trigrat(LHS))$
print("RHS=",RHS)$
if trigrat(LHS)=RHS then
print("DeMoivre's Theorem is verified")

else print("DeMoivre's Theorem is not verified")$

NOTE: Sometimes we use rectform(LHS) in place of trigrat(LHS) in the above program for

simplification. One can try different simplification functions to get right answer.
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Worked Examples:

Problem 1. Program to verify DeMoivre’s Theorem for n = 2 and any 0

Program:
kill(all)$ Kill(al$
n:2$
n:2$% LHS:(cos(8)+%i-sin(8))*n$
RHS:cos(n-8)+%i-sin(n-8)%
LHS:(cos(0)+%i*sin(0))"n$ print("LHS="LHS)$
print("On simplication, LHS=" trigrat(LHS))$
RHS:cos(n*0)+%i*sin(n*0)$ print("RHS="RHS)5
if trigrat(LHS)=RHS then
print("LHS=" LHS)$ print("DeMoivre's Theorem is verified")

’ else print("DeMoivre's Theorem is not verified")$
print("On simplication, LHS=",trigrat(LHS))$ LHS= (%i sin(8)+cos(8))>
print("RHS=",RHS)$ On simplication, LHS= %i sin(2 8)+cos(2 6)
. . _ RHS= %isin(2 8)+cos(2 9)
if trlgrat(LHS)_RHS then DeMoivre's Theorem is verified
print("DeMoivre's Theorem is verified")
else print("DeMoivre's Theorem is not verified")$

Output:
LHS = (%i sin(8) + cos(0))?
On simplication, LHS = %i sin(26) + cos(20)
RHS = %isin(26) + cos(260)
DeMoivre's Theorem is verified
Problem 2. Program to verify DeMoivre’s Theorem for n = —3 and any 6
Program:
; kill(all)s
kill(all)$ S
n:-3$ LHS:(cos(8)+%i-sin(B))*n$
’ RHS:cos(n-8)+%i-sin(n-8)$
LHS:(cos(0)+%i*sin(0)) n$ print("LHS=",LHS)$ |
print("On simplication, LHS=" trigrat(LHS))$
RHS:cos(n*0)+%i*sin(n*0)$ print("RHS=",RHS)$
if trigrat(LHS)=RHS then
print("LHS:"’LHS)j; print("DeMoivre's Theorem is verified")
else print("DeMoivre's Theorem is not verified")S
print("On simplication, LHS=",trigrat(LHS))$ - 1
print("RHS=",RHS)$ (%i sin(8)+cos (8))°
i trigrat (LHS)=RHS then On simplication, LH..S=. cos(3 8)—%i sin(3 9)
RHS= cos(3 8)-%i sin(3 6)
print("DeMoivre's Theorem is verified") DeMoivre's Theorem is verified
else print("DeMoivre's Theorem is not verified")$
Output:

1
(%i sin(0) + cos(6))3

LHS =
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On simplication, LHS = cos(30) — %i sin(30)
RHS = cos(360) — %i sin(30)
DeMoivre's Theorem is verified

Problem 3. Program to verify DeMoivre’s Theorem for n = 1_and any 0

2
Program: ,
kill(all)$
kill(all)$ n:1/2§ -
LHS:(cos(8)+%i-sin(8))*n$
n:1/2$ RHS:cos(n-8)+%i-sin(n-8)%
’ print("LHS=",LHS)$
LHS‘(cos(@)Jr%i*sin(O))AnSB print("On simplication, LHS=" trigrat(LHS))$
) print("RHS=",RHS)$
RHS:cos(n*6)+%i*sin(n*9)$ if trigrat(LHS)=RHS then
print("DeMoivre's Theorem is verified")
print(”LHS=",LHS)$ else print("DeMoivre's Theorem is not verified")$
. T . LHS=  /%i sin(6 6
print("On simplication, LHS=",trigrat(LHS))$ S e
. On simplication, LHS= %i sin(i]ﬂ:os(i)
print("RHS=",RHS)$ 2 2
if trigrat(LHS)=RHS then Rrs= % -2 |+cos( 2|
print("DeMoivre's Theorem is verified") DeMoivre's Theorem is verified
else print("DeMoivre's Theorem is not verified")$
Output:
LHS = \/%i sin(0) + cos(6)
6 6
On simplication, LHS = %i sin %) + cos (E)

0 0
RHS = % sin %) + cos (E)

DeMoivre's Theorem is verified

Problem 4. Program to verify DeMoivre’s Theorem for n = iand 6= Ti

3 4
Program: kill(all)$
. n:1/3%
kill(all)$ 8:TT/43
LHS:(cos(8)+%i-sin(6))*n$
n1/3$ RHS:cos(n-8)+%i-sin(n-8)$
) print("LHS=",LHS)$
927‘5/4$ print("On simplication, LHS=",trigrat(LHS))3

print("RHS="RHS)$

ve . if trigrat(LHS)=RHS then
LHSZ(COS(9)+%1*SID(9))/\H$ print("DeMoivre's Theorem is verified")

Lo else print("DeMoivre's Theorem is not verified")$
RHS:cos(n*0)+%i*sin(n*0)$

%i o, 1 |13
. LHS= ( +—]
print("LHS=",LHS)$ V2 /2
print("On simplication, LHS=",trigrat(LHS))$ R E Sin(ﬁ)ﬂos(f}

print("RHS=",RHS)$ S (%){%]

DeMoivre's Theorem is verified
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Output:

if trigrat(LHS)=RHS then
print("DeMoivre's Theorem is verified")

else print("DeMoivre's Theorem is not verified")$

1
%i 13
+—=)

LHS = (
V2 V2

T T
On simplication, LHS = %i sin (ﬁ) + cos (ﬁ)

/[ /[
RHS = %i sin (—) + cos (—)
12 12

DeMoivre's Theorem is verified

Problem 5. Program to verify DeMoivre’s Theorem for n = __Zand 0="

Program:

Output:

3

kill(all)$

n:-2/3$

0:1/6$

LHS:(cos(0)+%i*sin(0))"n$
RHS:cos(n*0)+%i*sin(n*0)$
print("LHS=",LHS)$

print("On simplication, LHS=",rectform(LHS))$
print("RHS=",RHS)$

if rectform(LHS)=RHS then

print("DeMoivre's Theorem is verified")

else print("DeMoivre's Theorem is not verified")$

1
LHS = 5
LT
2 7 2)

T T
On simplication, LHS = cos % ) — %i sin (é

/s /s
RHS = cos (5) — %i sin (5)

DeMoivre's Theorem is verified

6

kill(all)$

n:-2/3%

o:11/6%

LHS:(cos(8)+%i-sin(8))*n$
RHS:cos(n-8)+%i-sin(n-8)%
print("LHS=",LHS)$

print("On simplication, LHS=",rectform(LHS))$
print("RHS=",RHS)$

if rectform(LHS)=RHS then

print("DeMoivre's Theorem is verified")

else print("DeMoivre's Theorem is not verified")$

1

2 2

LHS=

On simplication, LHS= cos(%)—%i sin(%}

RHS= cos{l]—%i sin(l)
9 )

DeMoivre's Theorem is verified
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Exercise:

Write a program to verify DeMoivre’s Theorem for given n and 6:

1
lL.n= o0 and any 6 (Answer: DeMoivre's Theorem is verified)

2.n=-3and@ ="
6

3n='andf ="

(Answer: DeMoivre's Theorem is verified)

(Answer: DeMoivre's Theorem is verified)

10 3
s
4.n=—4and 0 = 3 (Answer: DeMoivre's Theorem is verified)
S.n=-3and 0 =3 (Answer: DeMoivre's Theorem is verified)
6.n=4and 0 =4 (Answer: DeMoivre's Theorem is verified)
7.n= __Zand 0="_" (Answer: DeMoivre's Theorem is verified)
3 4
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Experiment 9
Program to find upper and the lower Riemann sums with respect to a given

partition.

Ifa =x, < x; <+ <x, = b, then the finite ordered set P = {x,, x4, ..., x,,} is called a partition of
[a, b].
Let f: [a, b] = R be a bounded function and P = {a = x,, x4, ..., X, = b} be a partition of [a, b]. Let
8, = X, — X,_1, 1s the length of each subinterval [x,, x,_1],7 = 1,2, ...,n. f is bounded on [a, b] = f is
bounded on each subintervals [x,, x,_1], ¥ = 1, 2, ..., n. Let M,. = Supremun of f and m,. = Infimum of f in
[xy, xr_1],7 = 1,2,..,n. Then L(P, f) = X*_, m,.§, is called the lower Reimann sum of f and U(P, ) =

n_1M,8, is called the upper Reimann sum of f.

Program: Write a Maxima program to find upper and the lower Riemann sum of f(x) = x? over the
123

partition p = {O‘Z’Z’Z’ 1} of [0, 1]. kill(all)$
f(x):=x"2

kill(all)$ a-0%
f(.x):zx"z; b:1$
;:ﬁ n:4$
nj4$ delta_x:(b—a)/n$
d;elta x:(b-a)/n$ p:makelist(a+i- delta_x,i,0,n)
p:makelist(a+i* delta_x,i,0,n); |_sum:0$
I_sum:0$ u_sum:OS
u_sum:0$ for i:1 thru length(p)-1 do
for i:1 thru length(p)-1 do (
( 1():=[p[],p{i+1]],
11(0):=[p[i]p[i+1]], d(i)=p[i+1]-pl[i],
d(i):=p[i+1]-p[i], m(i):=f(p[i]),
m(i):=f(p[i]), M(i):=f(p[i+1]),
M(@):=f(p[i+1]), |_sum:l_sum+m(i)-d(i),
l_Sum:l_Sum+m(i).*(i(i)., u_sum:u_sum+M(i)-d(i))
u_sum:u_sum+M()*d(1)); print("Upper sum".u_sum)$

print("Upper sum",u_sum)$

: print("Lower sum”,|_sum)$
print("Lower sum",l_sum)$

2
f(x)=x
Output: (x)
(%o01) f(x):=x"2 [0 11 3 1]
(%06) [0,1/4,1/2,3/4,1] 424"
(%09) done —
"Upper sum"" "15/32" " Upper sum ;—2

"LOWBI‘ Sumllll ll7/32" n

Exercise:
Write a Maxima program to find upper and the lower Riemann sum of

1. f(x) = sin(x) for x € [0, %] andp = {O,%,%} of [0, ].

7
Lower sum —
32

2. f(x)=x3forx€[0,1]andp = {0,%,%,1} of [0,1].
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Experiment 10
Program to test Riemann integrability.
Lower Riemann Integral of f on [a,b] is define as sup {L(P,f)} pe, P[a,b] and is denoted by ff f(x)dx.

Upper Riemann Integral of fon [a,b] is defined as inf {U(P,f)} p P[a,b] and is denoted by ff f(x)dx.

Riemann Integral — A bounded function f is said to be Riemann integrable on [a,b] if
ff f(x)dx = f: f (x)dx and the common value is denoted by f: f(x)dx

NOTE: Let P={a=} be a partition of [a,b] with n equal subintervals. Then length of each subinterval is
(b-a)

—
If f(x) is monotonically increasing in the subinterval [x,., x,_;], then maximum attains at x,- and hence

b— - . .
M, = Supremun of f = f(x,.) = f (a + rTa), minimum attains at x,._; and hence m,. = infimum of f =

b—
fOr-n) = f(a+r=DZ2).
If f(x) is monotonically decreasing in the subinterval [x,, x,_;], then maximum attains at x,._; and

hence M, = Supremun of f = f(x,_1) = f (a +(r—1) b;—a), minimum attains at x,- and hence m, =

infimumof f = f(x,) = f (a + rb;—a).

Program: Write a Maxima program to verify the function f(x) = x3 is Reimann integral or not over [0, 1].

kill(all)$ —
f(x):=x"3; kill(all)s

) fx):=x3
a:0$ 208
b:1$ b:15
Ir:[((r-1)*b)/n,(r*b) /n]$ Ir[((r-1)-bYin,(r-b)in}$
Mr:f(Ir[2])$ Mrf(I2))$
mr:f(Ir[1])$ mrf({1])$

dr:ratsimp(Ir[2]-Ir[1])$
Ur:sum((mr*dr),r,1,n),simpsum$
Url:ratsimp(Ur)$
Lr:sum((mr*dr),r,1,n),simpsum$
Lrl:ratsimp(Lr)$

dr:ratsimp(Irf2]-Ir{1])$
Ur:sum((mr-dr),r,1,n),simpsum$
Ur1:ratsimp(Ur)$
Lr:sum((mr-dr),r,1,n),simpsum$
Lr1:ratsimp(Lr)$
U_rsum:limit(Ur1,n,inf)$

U_rsum:limit(Ur1,n,inf)$

print("Upper Riemann integral is",U_rsum)$

L_rsum:limit(Lr1,n,inf)$

print("Lower Riemann integral is",L_rsum)$

if U rsum = L_rsum then

print("the given function is R-integrable on", [a,b])

else

print("the given function is not R-integrable on", [a, 3
Output: f(x)=x
(%01) f(x):=x"3
"Upper Riemann integral is"" "1/4" "

print("Upper Riemann integral is",U_rsum)$
L_rsum:limit(Lr1,n,inf)$

print("Lower Riemann integral is",L_rsum)$

if U_rsum = L_rsum then

print("the given function is R-integrable on ", [a, b])
else

print("the given function is not R-integrable on", [a,b])$

. . _
Upper Riemann integral is vy

. . 1
"Lower Riemann integral is"" "1/4" " Lower Riemann integral is vy

the given function is R-integrable on [0,1]

"the given function is R-integrable on [0,1]"" "
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Exercise:
Write a Maxima program to verify the function

1. f(x) = 3x+ 1 is Reimann integral or not over [1, 3].
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Experiment 11

Program to evaluate Riemann integral as a limit of sum.
Program: Write a Maxima program to evaluate Riemann integral as a limit of sum of f(x) = 2x? —3x + 5

in [0, 1].
kill(all)$
f(x):=2*x"2-3*x+5;

print("The function is bounded and continuous and hence integrable")$

a:0%
b:1$
dr:(b-a)/n$
xr:a+r*dr$
sum:sum(f(xr)*dr,r,1,n),simpsum$
siratsimp(sum)$
L_sum:limit(s,n,inf$
print("Riemann integral as limit of sum is",L_sum)$
Output:
(%01) f(x):=2-x"2-3-x+5

"The function is bounded and continuous and hence integrable"

"Riemann integral as limit of sum is"" "25/6

ki)

f(X):=212-3 145

prini{"The function is bounded and continous and hence integrable
40§

bt

r(b-a)ins

wraard

sumsumif{u)ry 1 p) simpsum$

Sratsimp(sum)$

L_sumimt(snjnf)s

print(*Riemann nteral as fimit of sumis" L_sum)$

2
flx)=2x -3x+5
The function is bounded and continous and hence infegrable

Riemann integral as limitof sum is %
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Experiment 12
Program to evaluateI'(n) for n is positive integer and non-integer.

If n > 0 then the integral fooo x""le™* dx which is obviously a function of n, is called a Gemma function of n and is denoted

by I'(m,n). Thus ’'(n) = fooo x""le™* dx V n > 0. Gamma function is called the Second Eulerian Integral.

Program: Write a maxima program to evaluate I'(2).

kill(all)$
gamma(2);
Output:
1
Program: Write a maxima program to evaluate I'(1/2).
kill(all)$
gamma(1/2);
Output:
sqrt(%pi)
Exercise:
Write a program to evaluate
1. T'(5). Ans: 24
2. T'(7). Ans: 720
3. I'(-1/2). Ans: —2+/1t
4. T(3/2). Ans: IT
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Experiment 13
Program to evaluateff(m,n) form > 0 and n > 0.

If m > 0,n > 0 then the integral fol x™~1(1 — x)"" 1 dx which is obviously a function of m and n is called a Beta function

and is denoted by B(m, n). Thus f(m,n) = fol x™1(1 —x)*1dx Vm > 0,n > 0.Beta function is called the first Eulerian
Integral.
Program: Write a maxima program to evaluate £ (x, y).
kill(all)$
makefact(beta(x,y));
Output:
(-D*-DH/+x-D!

Program: Write a maxima program to evaluate $(2,3).

kill(al)$
makefact(beta(2,3));
Output:
1/12
Exercise:
Write a program to evaluate
5 3 T
1. ﬂ(g,z) AI’lS.E
111 631
2 6(33) AnS: 356
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Experiment 1

Program on multiple product of vectors: Scalar and Cross product.

Aim: To find the Scalar and Cross Product of two vectors and Scalar triple product and Vector triple
product of three vectors using Mathematics Softwares (FOSS).

Software: Maxima
Keys:

Key

Function

load ("vect")

vect is a package of functions for vector analysis.
load ("vect") loads this package

express (expr)

Expands differential operator nouns into expressions in terms of partial
derivatives. express recognizes the operators grad, div, curl, laplacian.

To define a function/expression

When diff is present as an evflag in call to ev, all differentiations indicated in

diff expr are carried out.
grad() gradient operator
div() divergence operator
laplacian() Laplacian operator
curl() curl operator

The wedge product operator is denoted by the tilde ~. This is used to compute
cross product of vectors.

* (asterik)

Commutative Multiplication

. (dot)

Noncommutative multiplication and scalar product

coeff (expr, x)

Returns the coefficient of x in expr, where expr is a polynomial or a monomial
term in x.

apply(‘matrix, nested

Converts nested lists of same length into a matrix

lists)

[a 1,...,a n]; To create a list[a_1,...,a n]

Ali] [ and ] also enclose the subscripts of a list. A[i] will be i-th element of list A
expand (expr) Expands expression expr.

A (Carrot Symbol) or **

For index/power/exponentiation (Commutative)

trigreduce (expr, X)

Combines products and powers of trigonometric and hyperbolic sin’s and cos’s
of x into those of multiples of x. It also tries to eliminate these functions when
they occur in denominators. If x is omitted then all variables in expr are used.

determinant (M) Computes the determinant of M

print (“text”, expr)$ Displays text within inverted commas and evaluates and displays expr
radcan(expr) Simplifies expr, which can contain logs, exponentials, and radicals

acos() arc cos or cos” function

abs () The abs function represents the mathematical absolute value function and works

for both numerical and symbolic values.

mat_norm (M, frobenius)

Return the frobenius (the Frobenius matrix norm) of the matrix M.

load ("eigen")

The package eigen contains several functions devoted to the symbolic
computation of eigenvalues and eigenvectors. load ("eigen") loads this package

unitvector (x)

Returns x/norm(x); this is a unit vector in the same direction as x.
load ("eigen") loads this function.
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Definitions and Formulae:

Plane Vectors and Space Vectors: Let P(x, y) be a point in the plane. The position vector of P is given
by "= x 1+ y j where { and j are unit vectors along positive x —axis and y —axis respectively.
Similarly, for a point P(x, y, z) in the space, the position vector is # = x § + y j + z kwhere { and
j and "kare unit vectors along positive x —axis, y —axis and z —axis respectively. Thus, a vector
d=xi+yjwherex,y €R is a plane vector and d = x i+ y J + z kwhere x,y,z € R is a
space vector.

Magnitude of a vector: Magnitude of a plane vector @ = x § + y j is |d| = Vx2 + y2 and magnitude

of a space vector d = x i+ y j + z kis |d| = Vx2 + y2 + z2.
Unit vector: Unit vector in the direction of @ is"a= “_
ldl

Scalar Product/ Dot product of two space vectors: For two space vectors @ = x1 § 4+ y1 j + z1 kand
b=x2i+ y2 J + z2 ktheir scalar product or dot product is the scalar d - b =xix2 + 1Yz + Z122.
Alsonote that G- b = b - .

Angle two space vectors: Angle between two space vectors d = x1{ + y1 J + z1 kand b=ox20+

ab
).

|cl|b]

y2 f+ ZzAkis given by 6 = cos™1 (

Vector Product/ Cross Product of two space vectors: For two space vectors d = x1 § + y1 j + z1 kand

b=x2i+ y2 | + z2 k their cross product or vector product d X b is the vector given by

A
&xb=|x1 B%! 21|andb><&:—&><b
X2 Y2 Z2

Scalar Triple Product/ Box product of three space vectors: For three space vectors a” = x1 i+ y1f +

71k bh=x20+ y2 j + z2 kand € = x3 T + y3 J + 23k their scalar triple product or box product

_ _ _ X1 Y1 Z1
(@xb)-¢=a-(bx?) isthescalar [a,b,C] =|X2 y2 Z2|.
X3 Y3 Z3

Vector Triple Product of three space vectors: For three space vectors d = x1§+ y1J + z1 k b=

x2 8+ y2j + z2kand & = x3 T + y3 J + z3 k their vector triple products are the vectors given by:
(@xbyxé=@G db—(h-da
Ax(hx&) =@ b—(a b)é

Area of Parallelogram and Volume of a Parallelepiped: Area of parallelogram whose sides are vectors

d and b is la x Z| and the volume of a parallelepiped whose edges are vectors d, b and & is the

absolute value of their scalar triple product [d, b, c].
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Program:

Program to find the scalar product and cross product of two vectors. Also, to find the magnitude.
(i.e.tofind@-b,d x b,bxa,|dxb|andsoonford =a1{+azj+askandb = by i+ b2 ] + bsk
load("vect")$
norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
dot(x,y):=x.y$
cross(x,y):=ev(express(x~y),diff)$
J:[1,j.k]$
a:[al, a2, a3] $
b: [bl, b2, b3] $
print("vector a=", a.J)$
print("vector b=", b.J)$
print("Dot Product a.b=",dot(a,b))$
print("Cross Product axb=", cross(a,b).J)$
print("Cross Product bxa=", cross(b,a).J)$
print("Magnitude of axb=", norm(cross(a,b)))$

Program to find the scalar triple product and vector triple product of three vectors. (i.e. to find [d, b, €],
(@xb)xé dx (bxd)andsoonford=aii+azj+askb=bii+bsj+bskandé=cii+ca]+ cak)
load("vect")$
norm(x):=sqrt(x[ 1]*2+x[2]"2+x[3]"2)$
cross(X,y):=ev(express(x~y),diff)$
stp(x,y,z):=cross(x,y).z$
vtpl(X,y,z):=ev(express(cross(x,y)~z),diff)$
vtp2(x,y,z):=ev(express(x~cross(y,z)),diff)$
J:[1,5,k]$
a:[al, a2,a3] $
b: [bl, b2, b3] $

c:[cl, ¢2, ¢3]$
print("vector a=", a.J)$

print("vector b=", b.J)$

print("vector c=", ¢.J)$

print("Scalar triple product [a,b,c]=", stp(a,b,c))$
print("Vector triple product (axb)xc=", vtp1(a,b,c).J)$
print("Vector triple product ax(bxc)=", vtp2(a,b,c).J)$
print("Magnitude of (axb)xc=", norm(vtp1(a,b,c)))$
print("Magnitude of ax(bxc)=", norm(vtp2(a,b,c)))$
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Worked Examples:

Problem 1. Write a program to find i) d - b

Program:

Output:

load("vect")$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
dot(x,y):=x.y$
cross(X,y):=ev(express(x~y),diff)$
J:[1,j.k]$

a:[2,-3,-1]%

b:[1,4,-2]$

print("vector a=", a.J)$

print("vector b=", b.J)$

print("Dot Product a.b=",dot(a,b))$
print("Cross Product axb=", cross(a,b).J)$
print("Cross Product bxa=", cross(b,a).J)$
print("Magnitude of axb=", norm(cross(a,b)))$$

vector a = —k — 3j + 2i

vector b = =2k +4j +i

Dot Product a.b = —8

Cross Product axb = 11k + 3j + 10i
Cross Product bxa = —11k — 3j — 10i

Magnitude of axb = V230

iiydaxb iii)bxd and iv) |d@ X b|

whered =21—3j— kandb = 1 +4j—2%

load("vect")$
norm(x):=sqrt(x[1]*2+x[2]*2+x[3]*2)$
dot(x,y):=x.y$
cross(x,y):=ev(express(x~y),diff)s
Jifii.kIS

aj[2,-3,-11%

b:[1,4,-2]%

print("vector a=", a.J)$

print{"vector b=", b.J)$

print("Dot Product a.b=",dot(a,b))$
print("Cross Product axb=", cross(a,b).J)$
print("Cross Product bxa=", cross(b,a).J)$
print("Magnitude of axb=", norm(cross(a,b)))$

vectora= —k-=3j+2i

vector b= -2 k+4 j +i

Dot Product a.b= -8

Cross Product axb= 11 k+3j+10
Cross Product bxa= —=11 k-3j-101
Magnitude of axb= . /230

Problem 2. Write a program to find i) d - b ii)d x b iii)) |d x b| iv) (a+ g) x (a— Z))

v) unit vector of @ whered =21 +3j— kandb = i— j—2%

Program:

load("vect")$

norm(x):=sqrt(x[ 1]*2+x[2]"2+x[3]"2)$
dot(x,y):=x.y$
cross(X,y):=ev(express(x~y),diff)$

J:[1,j.k]$

a:[2,3,-11%

b:[1,-1,-2]%

print("vector a=", a.J)$

print("vector b=", b.J)$

print("Dot Product a.b=",dot(a,b))$

print("Cross Product axb=", cross(a,b).J)$
print("Magnitude of axb=", norm(cross(a,b)))$
print("Cross Product (atb)x(a-b)=", cross(a+b,a-b).J)$
print("Unit vector of a=", expand(a.J/norm(a)))$

load("vect")$
norm(x):=sqri(x[1]*2+x[2]*2+x[3]"2)$
dot(x,y):=x.y$
cross(x,y):=ev(express(x~y),diff)$

Ji[ij. KIS

ajf2,3,-11%

bf1.-1.-21%

print("vector a=", a.J)$

print("vector b=", b.J)$

print("Dot Product a.b=",dot(a,b))$
print("Cross Product axb=", cross(a,b).J)$
print("Magnitude of axb=", norm(cross(a,b)))$
print("Cross Product (a+b)x(a-b)=", cross(a+b,a-b).J)S
print("Unit vector of a=", expand(a.J/norm(a)))$
vect: warning: removing existing rule or rules for """
vectora= —K+3j+21i

vector b= =2 k—j +i

Dot Product a.b= 1

Cross Product axb= -5 k+3j -7

Magnitude of axb= /83

Cross Product (a+b)x(a—b)= 10 k-6 +14 i

Unit vectorofa= — K+ 30, 2i

V' i
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Output:

vector a = —k + 3] + 2i

vector b = =2k —j+1i

Dot Producta.b =1

Cross Product axb = =5k + 3j — 7i
Magnitude of axb = V83

Cross Product (a + b)x(a — b) = 10k — 6j + 14i
k 3j 2i

+—+
V14 V14 V14

Unit vector of a = —

Problem 3. Write a program to find i) [d, b, ¢] ii) @ X (b x &) iii)d X (b X &) iv) |d x (b x &)

Program:

Output:

v)ldx (bx&)|whered=31—j+2kb= 20+ j— kandé= i— 2j+2%

load("vect")$
load("vect")$ norm(x):=sart(1 P2+x[2P2+x[312)5
cross(x,y):=ev(express(x~y),diff)$
HOM(X)::Sqﬁ(X[ 1 ]A2+X[2]A2+X[3]A2)$ stp(x.y z):=cross(x,y).z$
o . vip1(x,y,z):=ev(express(cross(x,y)~z),diff)s
CrOSS(X,y).—ev(express(x~y),dlff)$ vtp2(x,y,z):=ev(express(x~cross(y,z)).diff)s
Jij.kIs
stp(x,y,z):=cross(x,y).z$ al3.-1.215
. b:[2.1.-1]%
vtpl(x,y,z):=ev(express(cross(x,y)~z),diff)$ 1 -2.2]8
. print("vector a=", a.J)$
vtp2(X,y,z):=ev(express(x~cross(y,z)),diff)$ print(*vector b=", b.J)3
.. print("vector c=", c.J)$
J: [l,_] ,k] $ print("Scalar triple product [a.b.c]=", stp(a.b.c))$
print("Vector triple product (axb)xc=", vtp1(a,b,c).J)$
a. [3 = 1 ,2] $ print("Vector triple product ax(bxc)=", vtp2(a,b,c).J)$
print("Magnitude of (axb)xc=", norm(vtp1(a,b,c)))s
b: [2, 1 5= 1 ] $ print("Magnitude of ax(bxc)=", norm(vtp2(a,b.c)))5
. vect: warning: removing existing rule or rules for ".".
C'[17_2’2]$ vectora= 2 k—j +3i
: " —_n vector b= —k+j +21
print("vector a=", a.J)$ sk
print("vector b:"’ bJ)$ Scalar triple product fa,b,c]= -5
. Vector triple product (axb)xc= -5 k+7 j+24 |
prll’lt("VeCtOr C=", CJ)$ Vector triple product ax(bxc)= =15 k+15j +15 i
. . Magnitude of (axb)xc= 5 , /26
print("Scalar triple product [a,b,c]=", stp(a,b,c))$ ¢ = {,2
. . Magnitude of ax(bxc)= 5 3
print("Vector triple product (axb)xc=", vtpl(a,b,c).))$

print("Vector triple product ax(bxc)=", vtp2(a,b,c).))$
print("Magnitude of (axb)xc=", norm(vtp1l(a,b,c)))$
print("Magnitude of ax(bxc)=", norm(vtp2(a,b,c)))$

vector a = 2k — j + 3i

vector b = =k +j + 2i

vector ¢ =2k — 2j + i

Scalar triple product [a,b,c] = =5

Vector triple product (axb)xc = —5k + 7j + 24i
Vector triple product ax(bxc) = —15k + 15j + 15i
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Magnitude of (axb)xc = 5V26
3
Magnitude of ax(bxc) = 532

3 3 _ 3
Note: In the above answer 532z = 5 X 32 = 5v33 = 15+/3. Don’t confuse it as (53)2

Problem 4. Write a program to find the angle between @ = 2 i + 3j + kand b= 4i— 2j — 2k

Program:

Output:

load("vect")$

norm(x):=sqrt(x[ 1]*2+x[2]"2+x[3]"2)$
dot(x,y):=x.y$

J:[1,j.k]$

a:[2,3,11$

b:[4,-2,-2]%
B:acos(dot(a,b)/(norm(a)*norm(b)))$
print("vector a=", a.J)$

print("vector b=", b.J)$

print("Angle between a and b is 6=", 6)$

vector a = k + 3j + 2i

vector b = —2k — 2j + 4i
T

Angle betweenaand b is 0 = 5

load("vect")$
norm(x):=sqrt(x[1]"2+x[2]*2+X[3]"2)$
dot(x,y):=x.y$

J:[i.j.k1$

a[2,3,11%

b:[4,-2,-2]%
8:acos(dot(a,b)/(norm(a)-norm(b)))$
print("vector a=", a.J)$

print("vector b=", b.J)$

vectora= k+3j +2i
vectorb= -2 k-2j+4|
i

Angle between a and b is 8= 5

print("Angle between a and b is 6=", 8)%

Problem 5. Write a program to find the area of parallelogram whose sides are

Program:

Gd=1—4—knd b= —2i—j+k

load("vect")$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
cross(x,y):=ev(express(x~y),diff)$
J:[1,j.k]$

a:[1,-4,-1]%

b:[-2,-1,1]$

print("vector a=", a.J)$

print("vector b=", b.J)$

load("vect")$
norm(x):=sqgrt(x[1]*2+x[2]*2+x[3]*2)$
cross(x,y):=ev(express(x~y),diff)$
Ji[i.j, k1%

a:l1,—-4,-1]5

b[-2,-1,1]$

print("vector a=", a.J)$

print("vector b=", b.J)$

print("Area of Parallelogram=", norm(cross(a,b)))$
vectora= —k -4 +j

vectorb= k-j -2

Area of Parallelogram= /107

print("Area of Parallelogram=", norm(cross(a,b)))$

Page 9 of 42




Output:
vector a = k + 3] + 2i
vector b = =2k — 2] + 4i

Area of Parallelogram = V107

Problem 6. Write a program to find the volume of parallelepiped whose edges are

Gd=21—-3/,b=t+j—kand é = 31 -k

Program:
load("vect")$
— ~ : load("vect")$
cross(x,y):=ev(express(x~y),diff)$ cross(x,y):=ev(express(x~y),diff)$
Stp(X.y,z):=cross(x.y).z$ stp(x.y.z):=cross(x.y).25
J[ij KIS
J[i,j.K]$ a[2,-3,015
b[1,1,-1]$
a:[2,-3,0]$ ¢[3,0,-1]%
print("vector a=", a.J)$
b:[1,1,-1]$ print("vector b=", b.J)$
print("vector ¢c=", c.J)$
c:[3,0,-1]$ print("Volume of Parallelopiped =", abs(stp(a,b,c)))$
print("vector a=", a.])$ vpclona= 2
vector b= —k+j +i
print("vector b=", b.J)$ vectorc= 3i-k
int (,, ¢ " J) $ Volume of Parallelopiped = 4
print("vector ¢c=", c.
print("Volume of Parallelopiped =", abs(stp(a,b,c)))$
Output:

vector a = 2i — 3j
vectorb=—-k+j+i
vectorc =3i —k

Volume of Parallelepiped = 4

Page 10 of 42




Exercise:
I. Write a program to findi)@-b ii)b-d iii)axb iv)bxad v)|dxb| vi)|bxd|

vii) |d@| viii) |b| for given pair of vectors:

Qu
Il

1.d=21+2j—kandb= 6i—3j+2%
d=31-2

j4+kandb=1—-3j+5%

Q
Il

2

1. Write a program to find i) [@, b, ¢] ii)d@ X (b x &) iii)d x (b X &) for the following

space vectors:

S

1—2j-3%kb=20+j—kandé= i+3j—2%

[S=—Y
Qu
Il

314+2j—6kb=41—3j+ kandd= 4i— 2j+ 4k

\S)
Q
Il

III. Write a program to find the angle between the following vectors:
l.d=t+jand b= j+% (Ans@ =")
3

2.4=31+2j—6kandb= 4i—3j+k (Ans@ =7)
2

4i—2j+4kandb = 3i-6j— 2% (Ans 8 = acos (1))
21

Qu
Il

3.

IV. Write a program to find the area of parallelogram whose sides are

l.da=1-2j-3%kb=2i+j-"k (Ans 5v3)
2.d=31+2j-6k b= 41-3j+k (Ans 7v26 )

V. Write a program to find the volume of parallelepiped whose edges are

1—2j—3%kb=20+j—kandé= i+3j—2% (Ans 20)

1. @
31+2j—6k b= 41—3j+ kandd= 41— 2j+ 4k (Ans 78)

Qu
Il

2.
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Experiment 2

Program on Vector Differentiation and finding the Unit Tangent.

Aim: To find the derivatives of vector point functions and unit tangent vector using
Mathematics Softwares (FOSS).

Software: Maxima
Keys:

Key

Function

load ("vect")

vect is a package of functions for vector analysis.
load ("vect") loads this package

express (expr)

Expands differential operator nouns into expressions in terms of
partial derivatives. express recognizes the operators grad, div, curl,
laplacian.

To define a function/expression

diff

When diff is present as an evflag in call to ev, all differentiations
indicated in expr are carried out.

The wedge product operator is denoted by the tilde ~. This is used to
compute cross product of vectors.

trigsimp (expr)

Employs Pythagorean identities of trigonometric functions to
simplify expressions.

* (asterik)

Commutative Multiplication

. (dot)

Noncommutative multiplication and scalar product

coeff (expr, X)

Returns the coefficient of x in expr, where expr is a polynomial or a
monomial term in x.

apply(‘matrix, nested lists)

Converts nested lists of same length into a matrix

[a 1,...,a n];

To create a list [a_1,...,a n]

Ali]

[ and ] also enclose the subscripts of a list. A[i] will be i-th
element of list A

diff (expr, x)

Returns the first partial derivative of expr with respect to the
variable x.

A (Carrot Symbol) or **

For index/power/exponentiation (Commutative)

trigreduce (expr, Xx)

Combines products and powers of trigonometric and hyperbolic
sin’s and cos’s of x into those of multiples of x.

ev (expr, arg 1, ..., arg n)

Evaluates the expression expr in the environment specified by
the arguments arg 1, ..., arg n.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

radcan(expr)

Simplifies expr, which can contain logs, exponentials, and
radicals

factorout (expr,t)

Rearranges the sum expr into a sum of terms of the form f
(£)*g where g is a product of expressions not containing t

expand (expr)

Expand expression expr.
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Definitions and Formulae:

Vector Function of a scalar variable: Let t be a scalar variable. If for each value of t there
corresponds a unique vector F , then F is called a vector function of the scalar variable t. If F is a
space vector, then it will be of the form F ®) = fit) T + f2(t)] + f3(t)kwhere

f1(t), f2(t) and f3(t) are functions of t.

Derivative of a Vector Function: Let F ®) = fi(t) I + f2(t)] + f3(t)kbe a vector function of a
scalar variable ¢. Then the derivatives of F (t) w.r.t. t are defined as:

d - d d d A
_F®Y=_(F)i+_F®I+_(F®k
dt dt 1 dt 2 dt 3

d . d? d? d? n
gz FO) = G (@) 1+ o (0] + 4 (a0

and so on. Further, if ¢ is time then € (ﬁ (t)) is the velocity and 4 (ﬁ (1)) is the acceleration at
dt dt?

any time t.

Space Curve: Let #(t) = x(t) T + y(t)] + z(t)kbe the position vector of point P(x(t), y(t), z(t)).
Then, r”(t) represents a space curve.

Tangent Vector and the Unit Tangent Vector: Let 7(t) = x(t) T + y(t)]j + z(t)kbe a space curve.
Then the derivative g?(rﬁ(t)) at a point P(x(t), y(t), z(t)) represents a vector along the tangent to the

curve at P. This is called tangent vector to 7 at P is denoted by T. A unit vector in the direction of T is
called the unit tangent vector at P. This unit tangent vector is denoted by T Thus,

L od d o d o d A
T=_0F0)=_x@®O)i+_(®O)J+_®)k
dt dt dt dt
N T
T= >
T

Program:

Program to find the unit tangent vector to space curve 7 = fi(t) i + f2(t)] + f3(t)kat t = to.
load("vect")$
norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
J:[1,5,k]$
r:[f1(1), f2(0), £5(1)]$
rl:diff(r,t)$
T:rl.J/norm(r1)$
print("Space Curve r=", r.J)$
print("Unit Tangent Vector is T=",T)$
print("Unit Tangent Vector at given point is T=",expand(ev(T,t=t()))$

Page 13 0of 42




Program to find the velocity and acceleration of space curve 7 = fi(t) i + f2(t)] + fz(t)kat t = to.

load("vect")$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$

J:[1,j,k]1$

r:[£1(D), f2(t), F3()]$

rl:diff(r,t)$

r2:diff(r1,t)$

print("Space Curve r=", r.J)$

print("Velocity is v=",r1.J)$

print("Acceleration is a=",12.J)$

print("Magnitude of v at given point =", ev(norm(rl),t= t())$
print("Magnitude of a at given point =", ev(norm(r2),t= t())$

Worked Examples:

Problem 1. Write a program to find the unit tangent to the curve # = t2 { + 2tj — t3kat t = 1.

Program:
load("vect")$
n " norm(x):=sqri(x[1]*2+x[2]*2+x[3]*2)$
load("vect")$ 7
r:[th2,2-t,-t13]$
norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$ H-diff(r )5
. T:r1.J/norm(r1)$
Ji[l,_],k]$ print("Space Curve r=", r.J)$
print("Unit Tangent Vector is T=",T)$
r: [t/\z 2*t _t/\3] $ print("Unit Tangent Vector at given point is T=",expand(ev(T,t=1)))$
. 2 b
1 dff( )$ Space Curve r= -k t3+r't2+2j t
rl:aitt(r,t L N
’ Unit Tangent Vector is T= M
T:rl1.J/norm(r1)$ Vot'satsa
print(”Space Curve I':", I'J)$ Unit Tangent Vector at given pointis T= = NN
print("Unit Tangent Vector is T=",T)$
print("Unit Tangent Vector at given point is T=",expand(ev(T,t=1)))$
Output:

Space Curver = —kt3 + itz + 2jt
—3kt? + 2it + 2j

Unit Tangent Vector isT =

Vot + 4t2 + 4

3k 2j 2i
Unit Tangent Vector at given pointisT = — + +
V17 V17 V17
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Problem 2. Write a program to find the unit tangent to the curve # = cos(3t) i + sin(3t)j + 4thkat t = ". _
4

Program:
load("vect")$
load("vect")$ chrr_ng%:sqn(xn]A2+x[2]ﬂ2+x[3]ﬂ2)5
i,
— [eos(3-1),sin(3-1),4-1]$
norm(x):=sqrt(x[1]"2+x[2]"2+x[3]"2)$ ;ff{fifsfgr!l))ss'“( s
.. T:r1.J/norm(r1)$
Ji[l,_],k]$ print("Space Curve r=", r.J)$
print("Unit Tangent Vector is T=",expand(trigsimp(T)))$
T. [005(3 *t),sin(3 *t),4*t]$ print("Unit Tangent Vector at given point is T=",expand(ev(T,t=11/4)))$
$ Space Curve r= j sin(3t)+icos(3t)+4 kt
rl:diff(r,t = .
( ’ ) Unit Tangent Vector is T= - 3'52(3” + 24 w:(s” +475k
T:rl.J/norm(r1)$ G ”
Unit Tangent Vector at given point is T= - B e
print("Space Curve r=", r.J)$ Bl il
print("Unit Tangent Vector is T=",expand(trigsimp(T)))$
print("Unit Tangent Vector at given point is T=",expand(ev(T,t=1/4)))$
Output:

Space Curver = jsin(3t) + i cos(3t) + 4kt

3isin(3t) 3jcos(3t) 4k
Unit Tangent Vector isT = — = + z + =

. . o 4k  3j 3i
Unit Tangent Vector at given point is T = 5 5V7 5v2

Problem 3. Write a program to find the velocity and acceleration of a particle moving along the curve

7=(1-t3)1+ (1+t2)]+ (2t — 5)kat any time t.

Program:
load("vect")$ load("vect")$
Ji[i,j, K]S
J:[1,5,k]$ r[1-t3, 1+t'2, 2-t-5]$
e r1:diff(r,1)$
r:[1-t73, 1+t72, 2*t-5]$ r2:diff(r1,t)3
print("Space Curve r=", r.J)$
rl:diff(r t)$ print("Velocity is v=",r1.J)3
’ print("Acceleration is a=",r2.J)$
I‘2:diff(rl ,t)$ vect: warning: removing existing rule or rules for ".".
. S
print("Space Curve I‘=", I‘.J)$ Space Curve r= i (1-t )+j (t +1)+k (2t-5)
2
s i o Velocity is v= =3 it +2j t+2k
print("Velocity is v=",r1.1)$ Acceleration is a= 2j-6it
print("Acceleration is a=",12.J)$
Output:

Space Curver = i(1 —t3) + j(t? + 1) + k(2t = 5)
Velocity is v = —3it? + 2jt + 2k

Accelerationis a = 2j — 6it
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Problem 4. Write a program to find the velocity and acceleration of a particle moving along the curve

Program:

Output:

7 = et i+ 2cos(3t)j + 2sin(3t)kat any time t. Also find the magnitude of velocity and

accelerationatt =0

load("vect")$
norm(x):=sqri(x[1]*2+x[2]*2+x[3]"2)$
Jiij kIS
load("vect")$ r[exp(~t), 2-cos(3-1), 2-sin(3-)]$
r1:diff(r,t)$
norm(x):=sqrt(x[ 1]°2+x[2]"2+x[3]"2 r2:diff(r1,3
( ) q ( [ ] [ ] [ ] )$ print("Space Curve r=", r.J)$
N print("Velocity is v=",r1.J)%
J'[I’J’k]$ print("Acceleration is a=",r2.J)$
. . print("Velocity at given point is v=",ev(r1.J, t=0))$
I [exp(-t), 2*005(3 *t): 2*511’1(3 *t)]$ print("Acceleration at given point is a=",ev(r2.J,t=0))$
i print("Magnitude of v at given point =", ev(norm(r1),t=0))$
rl Zdlff(l‘,t)$ print("Magnitude of a at given point =", ev(norm(r2),t=0))$
. vect: warning: removing existing rule or rules for ".".
r2:diff(r1,t)$ -t
Space Curve r= 2 k sin(3t)+2j cos(3 t)+i %e
: " N -t
print("Space Curve r=", r.J)$ Velocity is v= 6] sin(3 t)+6 k cos(3 t)-i %e
. . . -t
print("Velocity is v=",r1.J)$ Acceleration is a= —18 k sin(3 t)=18 j cos(3 t)+i %e
- . . " Velocity at given point is v= 6 k —i
print("Acceleration is a=",r2.J)$ Acceleration at given point is a= i-18 j

Magnitude of v at given point = /37

print("Velocity at given point is v=",ev(r1.J, t=0))$ Magnitude of a at given point = 5 /13

print("Acceleration at given point is a=",ev(r2.J,t=0))$
print("Magnitude of v at given point =", ev(norm(r1),t=0))$
print("Magnitude of a at given point =", ev(norm(r2),t=0))$

Space Curve r = 2k sin(3t) + 2j cos(3t) + i%et
Velocity is v = —6j sin(3t) + 6k cos(3t) — i%e~t
Acceleration is a = —18k sin(3t) — 18j cos(3t) + i%et
Velocity at given point is v =6k — i

Acceleration at given pointisa =i — 18]

Magnitude of v at given point = \/57

Magnitude of a at given point = 5V13
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Problem 5. Write a program to find the velocity and acceleration and their magnitudes of a particle
moving along the curve 7 = (sin t) i + (cos t) j + t kat any time t.

Program:
load("vect")$
load("vect")$ norm(x):=sqrt(x[1]*2+x[2]A2+x[3]A2)$
JiIii KIS
— [sin(t), t), ]
norm(x):=sqrt(x[1]°2+x[2]"2+x[3]"2)$ gt
.. r2:diff(r1,t)$
J:[l,],k]$ print("Space Curve r=", r.J)$
. print("Velocity is v=",r1.J)3
1:[sin(t), cos(t), t print("Acceleration is a=",r2.J)$
[sin(t), cos(t), t]$
print("Magnitude of v at any point =", trigsimp(norm(r1)))$
rl d1ff(r,t)$ print("Magnitude of a at any point =", trigsimp(norm(r2)))$
vect: warning: removing existing rufe or rules for ".".
r2:diff(rl,t)$ Space Curve r= i sin(t)+] cos(t)+k
. " n Velocity is v= —j sin(t)+/ cos(t)+k
prlnt( Space Curve r= ’ I‘J)$ Acceleration is a= —i sin(t)-j cos(f)
print("Velocity is v=",r1.])$ Magnitude of v at any point = /2
Magnitude of a at any point = 1
print("Acceleration is a=",r2.J)$
print("Magnitude of v at any point =", trigsimp(norm(r1)))$
print("Magnitude of a at any point =", trigsimp(norm(r2)))$
Output:
Space Curve r =isin(t) + j cos(t) + kt
Velocity is v = —jsin(t) + i cos(t) + k
Acceleration is a = —isin(t) — j cos(t)
Magnitude of v at any point =+/2
Magnitude of a at any point =1
Exercise:

I. Write a program to find the unit tangent to the curve r~ at given point ¢:
.7=({2+ 1)1+ (4t —3)j+ (2t2 —6t) kat t = 2.
2.7 =2t20+ (t2—4t) j+ Bt —5)katt = —1.
3.F=ti+t2j+t3katt =—1.

II. Write a program to find the velocity and acceleration of a particle moving along the curve
r~ at any time t. Also find the magnitude of velocity and acceleration at given t:

1.7 = (2sin3t) i + (2 cos 3t) j + (8t) kat any time t
2.7=(4cost) i+ (4sint) j+ (6t)katt = 0.
3.7 =(t3 —4t) T4 (t2 + 4t) j+ (8t2 — 3t3) kat t = 2.
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Experiment 3

Program to find Curvature and Torsion of a space curve.

Aim: To find the Curvature and Torsion for a space curve at a given point using
Mathematics Softwares (FOSS).

Software: Maxima
Keys:

Key

Function

load ("vect")

vect is a package of functions for vector analysis.
load ("vect") loads this package

express (expr)

Expands differential operator nouns into expressions in terms of
partial derivatives. express recognizes the operators grad, div, curl,
laplacian.

To define a function/expression

diff

When diff is present as an evflag in call to ev, all differentiations
indicated in expr are carried out.

The wedge product operator is denoted by the tilde ~. This is used to
compute cross product of vectors.

trigsimp (expr)

Employs Pythagorean identities of trigonometric functions to
simplify expressions.

* (asterik)

Commutative Multiplication

. (dot)

Noncommutative multiplication and scalar product

coeff (expr, x)

Returns the coefficient of x in expr, where expr is a polynomial
or a monomial term in x.

apply(‘matrix, nested lists)

Converts nested lists of same length into a matrix

[a 1,...,a n];

To create a list [a_1,...,a n]

Ali]

[ and ] also enclose the subscripts of a list. A[i] will be i-th
element of list A

diff (expr, x)

Returns the first partial derivative of expr with respect to the
variable x.

A (Carrot Symbol) or **

For index/power/exponentiation (Commutative)

trigreduce (expr, Xx)

Combines products and powers of trigonometric and hyperbolic
sin’s and cos’s of x into those of multiples of x. It also tries to
eliminate these functions when they occur in denominators.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

radcan(expr) Simplifies expr, which can contain logs, exponentials, and
radicals
/ (Backward Slash) Division

ev (expr, arg 1, ..., arg n)

Evaluates the expression expr in the environment specified by
the arguments arg 1, ..., arg n.
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Definitions and Formulae:

Fundamental vectors of a Space Curve: Let #(t) = x(t) T + y(t)j + z(t)kbe a space curve. With
usual notations, let T, N, and B represent the unit tangent, the principal normal and the binormal
respectively, to r”(t) at any point t. These three unit vectors form a localized right-handed (B=TxN)
coordinate system (TNB frame or Frenet Frame) at any specified point of r”(t).

Curvature and Radius of Curvature of a space curve: For a space curve Let 7”(t) = x(t) i +
y(t)] + z(t)k the unit tangent T and the principal normal N are connected by the relation

. . . 1.
4T = kN, where s is arc length parameter. Here k is called the curvature and the quantity p = _is
ds K
: ar, [ oxrf o)
called the radius of curvature. Thus, k = |d—| =
$ O]

Torsion and Radius of Torsion of a space curve: For a space curve #(t) = x(t) i + y(t)] + z(t)k

the binormal B and the principal normal N are connected by the relation fZ-iB- = —rN, where s is arc
S

length parameter. Here r is called the torsion and the quantity o = L is called the radius of torsion.
c

[ @), o), o)

Thus, r = |d_B| = 2
ds [ () xrFF ()]

Note: Greek Letters k and r denote Curvature and Torsion respectively. But to avoid confusion between
K & kand r & t, in the following programs K is used for Curvature and T is used for Torsion.
Program:
Program to find the curvature and the torsion of 7(t) = fi(t) I + f2(t)j + fz(t)kat given point t = to.
load("vect")$
norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
cross(X,y):=ev(express(x~y),diff)$
stp(x,y,z):=cross(x,y).z$
J:[1,5,k]$
r:[f1(1), f2(0), £5(1)]$
rl:diff(r,t)$
r2:diff(r1,t)$
r3:diff(r2,t)$
K:norm(cross(r1,r2))/norm(r1)"3$
T:stp(rl,r2,r3)/norm(cross(r1,r2))"2$
print("Space curve is r=", r.J)$
print("Curvature is K=", radcan(K))$
print("Torsion is T=", radcan(T))$
print("Curvature at given point is K=", ev(K, t=t())$

print("Torsion at given point is T=", ev(T, t=ty))$
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Worked Examples:

. . - ~ ~ 2
Problem 1. Write a program to find the curvature and the torsion of the space curve r =ti+ 2j + gtfk

at any point t and at t = 0.
Program:

load("vect")$

norm(x):=sqrt(x[ 1]°2+x[2]"2+x[3]"2)$
cross(x,y):=ev(express(x~y),diff)$
stp(x,y,z):=cross(x,y).z$

J:[1,j.k]$

r:[t, t°2, 2/3*%t"3]$

rl:diff(r,t)$

r2:diff(r1,t)$

r3:diff(r2,t)$

K:norm(cross(rl,r2))/norm(r1)"3$
T:stp(rl,r2,r3)/norm(cross(r1,r2))"2$
print("Space curve is r=", r.J)$

print("Curvature is K=", radcan(K))$
print("Torsion is T=", radcan(T))$
print("Curvature at given point is K=", ev(K, t=0))$
print("Torsion at given point is T=", ev(T, t=0))$

Output:

2kt3
+jt2 + it

Space curveisr =

2

4t* + 42 + 1
2

4t + 42 + 1
Curvature at given point is K = 2

Curvature is K =

TorsionisT =

Torsion at given point is T = 2

load("vect")S

norm(x):=sqrt(x[1]*2+x[2]*2+x[3]"2)$

cross(x,y):=ev(express(x~y),diff)$

stp(x,y,z);=cross(x,y).z%

Ji[i,j K]S

r:t, 142, 2/3-143]%

r1:diff(r,t)$

r2:diff(r1,1)$

r3:diff(r2,t)$

K:norm(cross(r1,r2))/norm(r1)*3$

T:stp(r1,r2,r3)/norm(cross(r1,r2))2%

print("Space curve is r=", r.J)3

print("Curvature is K=", radcan(K))3

print("Torsion is T=", radcan(T))$

print("Curvature at given point is K=", ev(K, t=0))3

print("Torsion at given point is T=", ev(T, t=0))3
3

2
Space curve is r= +Hit +Hit

Curvature is K= 2

A3 as2
41 +4¢t +1

Torsion is T= E

4 %
4t +4t +1
Curvature at given point is K= 2
Torsion at given point is T= 2

Problem 2. Write a program to find the curvature and the torsion of the space curve # = t2 1+ t3 j + t'k

at any point t. Also, find the curvature and the torsion at t=0.

Program:
load("vect")$
norm(x):=sqrt(x[ 1]°2+x[2]"2+x[3]"2)$
cross(X,y):=ev(express(x~y),diff)$
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Output:

stp(X,y,z):=cross(x,y).z$

T:[1,5,k]$

r:[t"2, 73, t]$

rl:diff(r,t)$

r2:diff(r1,t)$

r3:diff(r2,t)$

K:norm(cross(r1,r2))/norm(r1)"3$
T:stp(rl,r2,r3)/norm(cross(rl,r2))"2$
print("Space curve is r=", r.J)$

print("Curvature is K=", radcan(K))$
print("Torsion is T=", radcan(T))$
print("Curvature at given point is K=", ev(K, t=0))$
print("Torsion at given point is T=", ev(T, t=0))$

Space curve isr = jt3 + it2 + kt
NI FITTF T

Curvatureis K = 3

(9t* + 4t2 + 1)2
3

9t* + 9t +1

Curvature at given point is K = 2

TorsionisT =

Torsion at given pointisT = 3

load("vect")$
norm(x):=sqri(x[1]"2+x[2]*2+x[3]*2)$
cross(x,y).=ev(express(x~y),diff)$
stp(x,y.z):=cross(x,y).z$

Jifi,j.k]$

r:[t2, 13, 1]$

r1:diff(r t)$

r2:diff(r1,t)$

r3:diff(r2,t)$

K:norm(cross(r1,r2))norm(r1)*3%
T:stp(r1,r2,r3)/norm(cross(r1,r2)y*2%
print("Space curve is r=", r.J)$

print("Curvature is K=", radcan(K))3$
print("Torsion is T=", radcan(T))$
print("Curvature at given point is K=", ev(K, t=0))$
print("Torsion at given point is T=", ev(T, t=0))$

3 2
Space curveisr=jt +it +kt

e T 8
24/8¢ +91 +1
3/2

Curvature is K=
4 2
(9t +4t +1)

Torsion is T= =

Az, 32
Qi 391 +1

Curvature at given point is K= 2

Torsion at given pointis T= 3

Problem 3. Write a program to find the curvature and the torsion of the space curve

Program:

r = (t—sin(t)) i+ (1 —cos(t)) j+ 4sin (t) %k at any point t and at t =

2

load("vect")$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
cross(X,y):=ev(express(x~y),diff)$
stp(x,y,z):=cross(x,y).z$

J:[1,j.k]$

r:[t-sin(t), 1-cos(t), 4*sin(t/2)]$
rl:diff(r,t)$

r2:diff(rl,t)$

r3:diff(r2,t)$

s
3
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Output:

K:norm(cross(r1,r2))/norm(r1)"3$
T:stp(rl,r2,r3)/norm(cross(rl,r2))*2$

print("Space curve is r=", r.J)$

print("Curvature is K=", trigreduce(trigsimp(K)))$

print("Torsion is T=", trigrat(T))$

print("Curvature at given point is K=", ev(K, t=n/3))$
print("Torsion at given point is T=", ev(T, t=1/3))$

t
Space curve is r = i(t — sin(t) + j(1 — cos(t) + 4k sin ()
2

V6 — 2 cos(t)
8

Curvatureis K =

3t t
cos (**) —9cos (®)
2 2

T . isT = —
orsion s 3 COS(t) )

V5

Curvature at given point is K = —

8

5

32

Torsion at given pointisT = — 20

load("vect")$
norm(x)=sqri(x[1]*2+x[2]*2+x[3]"2)%
cross(x,y).=ev(express(x~y),dif)s
stp(x,y,zy=cross(x,y).z$

Ji kS

r:[t-sin(t), 1-cos(t), 4-sin(t/2)]$

r1:diff(r,1)$

r2:diff(r1,)%

r3:diff(r2,t)s

Kenorm(cross(r1,r2))norm(r1)*3%
Testp(r1,r2,r3)/norm(cross(r1,r2))*2%
print("Space curve is r=", r.J)$

print("Curvature is K=", trigreduce(trigsimp(K)))$
print("Torsion is T=", trigraf(T))$

print("Curvature at given point is K=", ew(K, t=11/3))$
print("Torsion at given point is T=", ev(T, t=11/3))$

vect: warning: removing existing rule or rules for ™"

' /6-2cos(t)
Curvature is K= —\'E—

cos (i},g cus(i]
2 2
8cos(t)-24

Curvature at given point is K= J'Ei

Torsion is T= -

5/2

Torsion at given pointis T= - 3470

Problem 4. Write a program to find the curvature and the torsion of the space curve

Program:

7 = acos(t) i+ asin(t) j+ bt kat any point t.

load("vect")$

norm(x):=sqrt(x[ 1]°2+x[2]"2+x[3]"2)$
cross(x,y):=ev(express(x~y),diff)$
stp(X,y,z):=cross(X.,y).z$

J:[1,j.k]$

r:[a*cos(t), a*sin(t), b*t]$
r1:diff(r,t)$

r2:diff(r1,t)$

r3:diff(r2,t)$
K:norm(cross(r1,r2))/norm(r1)"3$
T:stp(rl,r2,r3)/norm(cross(r1,r2))"2$

print("Space curve is r=", r.J)$

load("vect")$
norm(x):=sqrt(x[11"2+x[2]*2+x[3]"2)%
cross(x,y):=ev(express(x~y),diff)s
stp(x,y,z):=cross(x,y).z$

JIij.KI$

r:[a-cos(t), a'sin(t), b-1]$

r1:diff(r,t)$

r2:diff(r1,t)$

r3:diff(r2,t)$

K:norm(cross(r1,r2))norm(r1)*3%
T:stp(r1,r2,r3)/norm(cross(r1,r2))*2%
print("Space curve is r=", r.J)$

print("Curvature is K=", radcan(trigsimp(K)))$
print("Torsion is T=", trigsimp(T))$

vect: warning: removing existing rule or rules for ".".
Space curve isr= aj sin(t)+aicos(t)+bkt

Curvature is K= i

2
b +a

Torsion is T=
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Output:

print("Curvature is K=", radcan(trigsimp(K)))$
print("Torsion is T=", trigsimp(T))$

Space curve isr = aj sin(t) + ai cos(t) + bkt

a
Curvature is K = ———
b2 + a?
b
TorsionisT = ————
b2 + a?

Problem 5. Write a program to find the curvature and the torsion of the space curve

Program:

Output:

# = 3cos(t) i + 3sin(t) j+ 4t kat any point t.

load("vect")$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$
cross(x,y):=ev(express(x~y),diff)$
stp(x,y,z):=cross(x,y).z$

J:[1,5,k]$

r:[3*cos(t), 3*sin(t), 4*t]$

r1:diff(r,t)$

r2:diff(r1,t)$

r3:diff(r2,t)$
K:norm(cross(r1,r2))/norm(r1)"3$
T:stp(rl,r2,r3)/norm(cross(r1,r2))"2$
print("Space curve is r=", r.J)$
print("Curvature is K=", trigsimp(K))$
print("Torsion is T=", trigsimp(T))$

Given curve isr = 3j sin(t) + 3i cos(t) + 4kt

3

C t isK = —
urvature is 55

4

TorsionisT = 55

load("vect")$
norm(x):=sqri(x[1]*2+x[2]*2+x[3]*2)5
cross(x,y).=ev(express(x~y),diff)$
stp(x,y,z).=cross(x,y).z$

Ji[i,j.K1%

r:[3-cos(t), 3-sin(t), 4-t]$

r1:diff(r,t)$

r2:diff(r1,1)$

r3:diff(r2,1)$
K:norm(cross(r1,r2))norm(r1)*3%
T:stp(r1,r2,r3)/norm(cross(r1,r2))*23
print("Space curve is r=", r.J)$
print("Curvature is K=", trigsimp(K))3
print("Torsion is T=", trigsimp(T))$

vect: warning: removing existing rule or rules for ".".
Space curve is r= 3j sin(t)+3icos(t)+4 k t

Curvature is K= i
25

Torsion is T= i
25
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Exercise:

Write a program to find the curvature and the torsion of a space curve r~ at the given point t:
1.7 = at i + bt2 j + ct3kat any point t
> B3, . . ¢3 A .
2r=(t—-73)i+t2j+ (5 +t)k atanypoint ¢
3.7 = cost { + sint J + tZkat any point t
4.7 = acost i+ asint j + a cot(a) t kat any point t
5.7 =acos(t) i+ asin(t) j atany point t

6.7 =2t+3)i+ (5—1t2)] atanypoint t
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Experiment 4

Program to find the Gradient and the Laplacian of a scalar function and
Divergence and Curl of a vector function.

Aim: To find the Gradient and the Laplacian of a scalar function and Divergence and Curl
of a vector function using Mathematics Softwares (FOSS).
Software: Maxima

Keys:

Key Function

load ("vect") vect is a package of functions for vector analysis.
load ("vect") loads this package

express (expr) Expands differential operator nouns into expressions in terms of
partial derivatives. express recognizes the operators grad, div,
curl, laplacian.

= To define a function/expression

) When diff'is present as an evflag in call to ev, all

differentiations indicated in expr are carried out.

grad() gradient operator

div() divergence operator

laplacian() Laplacian operator

curl() curl operator

~ The wedge product operator is denoted by the tilde ~. This is
used to compute cross product of vectors.

trigsimp (expr) Employs Pythagorean identities of trigonometric functions to
simplify expressions.

trigreduce (expr, X) Combines products and powers of trigonometric and hyperbolic
sin’s and cos’s of x into those of multiples of x.

[a 1,...,a n]; To create a list [a_1,...,a n]

Al [ and ] also enclose the subscripts of a list. A[i] will be i-th
element of list A

sqrt() square root of argument

) Displays text within inverted commas and evaluates and

print (“text”, expr)$ .
displays expr

radcan(expr) Simplifies expr, which can contain logs, exponentials, and
radicals

/ (Backward Slash) Division

ev (expr, arg 1, ..., arg n) Evaluates the expression expr in the environment specified by
the arguments arg 1, ..., arg n.
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Definitions and Formulae:

Scalar Point Function/Scalar Field: If to each point (x, y, z) of a region R in space there
corresponds a number or scalar ¢(x, y, z), then ¢ is called a scalar function of position or a
scalar point function we say that a scalar field ¢ has been defined in R.

Vector Point Function/ Vector Field: If to each point (x, y, z) of a region R in space there
corresponds a vector f(x,y,z), then f is called a vector function of position or a vector point
function we say that a scalar field f has been defined in R.

Gradient of a scalar field: Let ¢p(x, y, z) be defined and differentiable at each point (x, y, z) in a
certain region of space then the gradient of ¢, written V¢ or grad ¢, is a vector field defined by

a, @ R dp . 09 . 0.
Vop=( i+__j+_Re= _i+ _j+ _k
dx  dy 0z d0x dy 0z

Laplacian of a scalar field: Let ¢p(x, y, z) be defined and differentiable at each point (x, y, z) ina
certain region of space then the Laplacian of ¢, written V2¢ is a scalar field defined by
92¢p 0*¢ 0%

2dh =
V=2 o T oz

Divergent of a vector field: Let f = fi i+ f2] + f3 kbe defined and differentiable at each point
(x,v, z) in a certain region of space then the divergence of f~, written V - f~ or div f~, is a scalar
field defined by

d d
v.p=90, 90 ofs
dx dy 0z

Curl/ rotation of a vector field: Let f = f1 1+ f2] + f3 kbe defined and differentiable at each
point (x,y, z) in a certain region of space then the curl or rotation of f~, written V X f~ or curl f~
or rot f~ is a vector field defined by

S

Pk
d 0
VX f=|_ 9 —|
ox dy 0z
fi f2 f3
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Program:

Program to find the gradient and Laplacian of a scalar field @ at a given point (xo, Yo, Zo).

load ("vect™)$

T:[1,5,k]$

®:given scalar field$

G:ev(express(grad (®)),diff)$

L:ev(express(laplacian (®)),diff)$

print("®=", ®)$

print("grad(®)=", G.J)$

print("laplacian(®)=", L)$

print("at given point, grad(®)=", ev(G,x=X0,y=Y0,2=20).J)$
print("at given point, laplacian(®)=", ev(L, x=xX0,y=Y0,2=2¢))$

Program to find the divergence and curl of a vector field f = f1i+ f2] + f3'kat the given point

(x0, Yo, Zo0).

load ("vect")$

J:[1,j,k]1$

fi[fi, 2, £5]%

D:ev(express(div(f)),diff)$

C:ev(express(curl(f)),diff)$

print("f=", £.1)$

print("div(f)=", D)$

print("curl(®)=",C.J)$

print("at given point, div(®)=", ev(D, x=x0,y=Y0,2=2¢))$
print("at given point, curl(®)=", ev(C, x=X¢,y=Y0,2=Z0).J)$
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Worked Examples:

Problem 1. Write a program to find the gradient and Laplacian of ® = 3x2y — y3z2 at (1,—-2,—1)

Program:
load ("vect™)$
J:[1,j.k]$
D:3*x"\2*y-y"3*2°28
G:ev(express(grad (®)),diff)$
L:ev(express(laplacian (®)),diff)$
print("®=", ®)$
print("grad(®)=", G.J)$
print("laplacian(®)=", L)$

load ("vect")$

Ji[i,j, kIS

©:3-xh2-y-y3-z72%

G:ev(express(grad (d)),diff)$

L:ev(express(laplacian (®)),diff)$

print("®=", ®)$

print("grad(®)=", G.J)$

print("laplacian(®)=", L)$

print("at given point, grad(®)=", ev(G,x=1,y=-2,z=—-1).J)%
print("at given point, laplacian(®)=", ev(L x=1,y=-2,z=-1))3

2 3.2
®=3x y-y z
. 2 L 3 )
grad(®)=j (3x -3y z )-2ky z+6ixy
) 2 3
laplacian(®)= -6y z -2y +6y

at given point, grad(®)= -16 k-9 -12i
at given point, laplacian(®)= 16

print("at given point, grad(®)=", ev(G,x=1,y=-2,z=-1).])$

print("at given point, laplacian(®)=", ev(L,x=1,y=-2,z=-1))$

Output:
d = 3x?%y — y3z2

grad(®) = j(3x%? — 3y?z%) — 2ky3z + 6ixy
laplacian(®) = —6yz2 — 2y3 + 6y
at given point, grad(®) = —16k —9j — 12i

at given point, laplacian(®) = 16

Problem 2. Write a program to find the gradient and Laplacian of ® = x2yz at (1, —2,1)

load ("vect")$

J[ij, k1%

D:xr2-y-z$

G:ev(express(grad (d)),diff)$

L:ev(express(laplacian (®)),diff)$

print("®=", ®)$

print("grad(®)=", G.J)3

print("laplacian(®)=", L)$

print("at given point, grad(®)=", ev(G x=1,y=-2,z=1).J)%
print("at given point, laplacian(®)=", ev(L x=1,y=—2,z=1))5

vect: warning: removing existing rule or rules for ".".
2
P=x yz
. o2 2
grad(®)=2ixyz+jx z+kx y
laplacian(®)= 2y z

at given point, grad(®)= -2 k+j -4
at given point, laplacian(®)= -4

print("at given point, grad(®)=", ev(G,x=1,y=-2,z=1).J)$

print("at given point, laplacian(®)=", ev(L,x=1,y=-2,z=1))$

Program:
load ("vect™$
J:[1,j.k]$
O:x"2*y*z$
G:ev(express(grad (®)),diff)$
L:ev(express(laplacian (®)),diff)$
print("®=", ®)$
print("grad(®)=", G.J)$
print("laplacian(®)=", L)$
Output:

d = x2yz
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grad(®) = 2ixyz + jx*z + kx%y

laplacian(®) = 2yz

at given point, grad(®) = =2k + j — 4i

at given point, laplacian(®) = —4

Problem 3. Write a program to find the gradient and Laplacian of ® = 2xy + 5yz + zx at (1,2,3)

Program:
load ("vect™$
J:[1,j.k]$
O:2¥x*y+5*y*z+7*x$
G:ev(express(grad (®)),diff)$
L:ev(express(laplacian (®)),diff)$
print("®=", ®)$
print("grad(®)=", G.J)$
print("laplacian(®)=", L)$

load ("vect")$

Ji[i.j kIS

©:2-X-y+5-y-z+z-x$

G:ev(express(grad (®)),diff)$

L:ev(express(laplacian (®)),diff)$

print("®=", ®)$

print("grad(®)=", G.J)$

print("laplacian(®)=", L)$

print("at given point, grad(®)=", ev(G,x=1,y=2,z=3).J)%
print("at given point, laplacian(®)=", ev(L,x=1,y=2,z=3))$
vect: warning: removing existing rule or rules for ".".
P=5yz+xz+2Xxy

grad(®)=j (5z+2 x)*+i (2+2 y)+k (5 +x)
laplacian(®)= 0

at given point, grad(®)= 11 k+17 j+7 i

at given point, laplacian(®)= 0

print("at given point, grad(®)=", ev(G,x=1,y=2,2z=3).J)$

print("at given point, laplacian(®)=", ev(L,x=1,y=2,z=3))$

Output:
® =5yz+xz + 2xy

grad(®) = j(5z + 2x) + i(z + 2y) + k(5y + x)

laplacian(®) =0

at given point, grad(®) = 11k + 17j + 7i

at given point, laplacian(®) = 0

Problem 4. Write a program to find divergence and curl off = x221—2y322 j + xy2z'kat (1,—1,1)

Program:
load ("vect")$
J:[1,j.k]$
f:[x"\2%*7,-2%y"3%2"2, x¥*y"2*7]$
D:ev(express(div(f)),diff)$
C:ev(express(curl(f)),diff)$
print("f=", £.J)$
print("div(f)=", D)$
print("curl(f)=",C.J)$

load ("vect")$

J[ij.k1$

f[x*r2-z,-2-y*3-z42, x-y"2-z]$
D:ev(express(div(f)),diff)s

C:ev(express(curl(f)),diff)$

print("f=", £.J)$

print("div(f)=", D)$

print("curl(f)=",C.J)$

print("at given point, div(f)=", ev(D,x=1,y=—1,z=1))3
print("at given point, curl(f)=", ev(C,x=1,y=—1,z=1).J)$

vect: warning: removing existing rule or rules for ".".
<) 2 .2
f=-2jy z +tkxy z+ix z
. 2 2 2
divif)l= -6y z +2xz+xy
. 3 Loesd a2
curfl=i(4y z+2xyz)+j(x -y 2)

at given point, div(fl= -3
at given point, curl(f)= -6 i
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Output:

print("at given point, div(f)=", ev(D,x=1,y=-1,2=1))$
print("at given point, curl(f)=", ev(C,x=1,y=-1,z=1).J)$

f = —2jy3z2 + kxy?z + ix?z

div(f) = —6y?z2 + 2xz + xy?

curl(f) = i(4y3z + 2xyz) + j(x% — y?z)
at given point, div(f) = =3

at given point, curl(f) = —6i

Problem 5. Write a program to find divergence and curl off = xz31—2x2yzj + 2yz*kat (1,—1,1)

Program:

Output:

load ("vect™)$

T:[1,5,k]$

fi[x*2z"\3, -2*x"\2*y*z, 2*y*z"4]$
D:ev(express(div(f)),diff)$

C:ev(express(curl(f)),diff)$

print("f=", £.1)$

print("div(f)=", D)$

print("curl(f)=",C.J)$

print("at given point, div(f)=", ev(D,x=1,y=-1,2=1))$
print("at given point, curl(f)=", ev(C,x=1,y=-1,z=1).])$

f = 2kyz* + ixz3 — 2jx%yz

div(f) = 8yz3 + z3 — 2x2z

curl(f) = i(2z* + 2x2y) + 3jxz? — 4kxyz
at given point, div(f) = -9

at given point, curl(f) = 4k + 3j

load ("vect")$

Ji[i.j KIS

f[x-z*3, —2-x*2-y-z, 2-y-zM]$
D:ev(express(div(f)),diff)s

C:ev(express(curl(f)),diff)s

print("f=", £.J)$

print("div(f)=", D)$

print("curl(f)=",C.J)$

print("at given point, div(f)=", ev(D x=1,y=—1,z=1))%
print("at given point, curl(f)=", ev(Cx=1,y=-1,z=1).J)%

4 3 2
f=2kyz +ixz -2jx yz
) 3 .3 2
divil=8yz +zZ -2x 2z
. 4 2 o 22
curlf)=i(2z +2x y)+3jxz -4kxyz

at given point, div(f)l= -9
at given point, curl(fl= 4 k+3 j

Problem 6. Write a program to find divergence and curl of grad(®) where ® = x3 + y3 — 3xyz

Program:

load ("vect™)$

J:[1,j.k]$
@:x"3+y"3+273-3*x *y*z$
G:ev(express(grad (D)),diff)$
D:ev(express(div(G)),diff)$
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Output:

load ("vect")$
Jiij k]S

C:ev(express(curl(Q)),diff)$ DXAZ+YAZ+ZAI-3Xy-ZS
G:ev(express(grad (®)),diff)$
print("(D=" (D)$ D:ev(express(div(G)),diff)$
> C:ev(express(curl(G)),diff)$

. _ print("®=", ®)$
print("grad(®)=", G.J)$ print("grad(®)=", G.J)$

. . print("div(grad(®))=", D)$
print("div(grad(®))=", D)$ print("curl(grad(®))=",C J)5

. 3 3.3
print("curl(grad(®))=",C.J)$ =z -3xyz+y +x

grad(®)= k (3 22—3x y)+i(3 x2—3y Z)+ (3 y2—3x z)
div(grad(®))= 6 z+6 ¥ +6 x
d = z3 — 3xyZ + y3 + X3 curl(grad(®))= 0

grad(®) = k(3z% — 3xy) + i(3x%? — 3yz) + j(3y? — 3xz)
div(grad(®)) = 6z + 6y + 6x
curl(grad(®)) =0

Problem 7. Write a program to find div (curl(f")) and curl (curl(f")) at (2,1,1) where

Program:

Output:

f = x2yz i+ xyz2j+ y2z'k

load ("vect")$

load ("vect™)$ J1ii K18
f[xr2-y-z, x-y-zA2, y2-z]$
J[1J k]$ C:ev(express(curl(f)),diff)$
> D:ev(express{(div(C)),diff)s
[ A k% ky kA A %k CC:ev(express(curl(C)),diff)s
fi[x"2*y*z, x*y*z"2, y"2*7]$ it
. . print("curl(f)=",C.J)$
C:ev(express(curl(f)),diff)$ printC'divicurlh)=". D)3
. . print("curl(curl(f))=",CC.J)$
D:ev(express(div(C)),diff)$ print("at given point, div(curl(f))=", ev(Dx=2,y=1,2=1))$

print("at given point, curl(curl(f))=", ev(CC x=2,y=1,z=1).J)$

CC:ev(express(curl(C)),diff)$

, 2 2 .9
f=jxyz *ky z+ix yz

print("f=", fJ)$ curl(f= k (y 22—x2 Z)+H (2y z-2x Yy Z)+f x2 y

. _ div(curl(f))= 0
print("curl(f)=",C.J)$ o _

. " " curlfcurlf))= iz +k (2xz-2z+2xy)+j (2Xz-2Xx y+2Yy)
print("div(curl(f))=", D)$ at given point, div(curi(f)= 0

at given point, curl(curl(f))= 6 k+2 j +i

print("curl(curl(f))=",CC.J)$
print("at given point, div(curl(f))=", ev(D,x=2,y=1,z=1))$
print("at given point, curl(curl(f))=", ev(CC,x=2,y=1,z=1).])$

f = jxyz? + ky?z + ix%yz

curl(f) = k(yz? — x2z) + i(2yz — 2xyz) + jx%y

div(curl(f)) =0

curl(curl(f)) = iz + k(2xz — 2z + 2xy) + j(2xz — 2xy + 2y)
at given point, div(curl(f)) =0

at given point, curl(curl(f)) = 6k + 2j + i
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Exercise:

I. Write a program to find the gradient and Laplacian of the following scalar fields @ at

the given point:

1. d = x2y2z% at (3,1, -2)
2.0 =x3+y3+3xyz at(1,2,—-1)
3. = x2yz + 4xz% at (1,— 2,—-1)

4.0 =xy?+yz3at(2,—1,1)

I1. Write a program to find the divergence and curl of the following vector fields f~ at the

given point:

Lf=@+y+1i+]— (x+ykat (2,1,-1)
2. f = x2y 1+ yz3] — zx%kat (1,1,1)
3. f7 = grad(®) where ® = 2x3y2z* at (—1,2,—3)
4. 7 = grad(®) where ® = x* — 6x2y2 + y* at (1, 2,3)
I1I. Write a program to find the div (curl(f")) and curl (curl(f")) of the following

vector fields f~ at the given point:

1. f = 2x2z1—xy2z ] + 3yz?'kat (1,1,2)

2. f =x2yi+y2zj+ 22x kat (-2,1,1)
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Experiment 5

Program to demonstrate the physical interpretation of

Gradient, Divergence and Curl.

Aim: To demonstrate physical interpretations of Gradient, Divergence and Curl like

directional derivative, unit normal, solenoidal, irrotational using Mathematics

Softwares (FOSS).
Software: Maxima
Keys:

Key

Function

load ("vect")

vect is a package of functions for vector analysis.
load ("vect") loads this package

express (expr)

Expands differential operator nouns into expressions in terms of
partial derivatives. express recognizes the operators grad, div,
curl, laplacian.

To define a function/expression

When diff is present as an evflag in call to ev, all differentiations

diff indicated in expr are carried out.
grad() gradient operator

div() divergence operator

laplacian() Laplacian operator

curl() curl operator

~

The wedge product operator is denoted by the tilde ~. This is
used to compute cross product of vectors.

trigsimp (expr)

Employs Pythagorean identities of trigonometric functions to simplify
expressions.

trigreduce (expr, Xx)

Combines products and powers of trigonometric and hyperbolic
sin’s and cos’s of x into those of multiples of x.

* (asterik)

Commutative Multiplication

. (dot)

Noncommutative multiplication and scalar product

coeff (expr, x)

Returns the coefficient of x in expr, where expr is a polynomial
or a monomial term in x.

apply(‘matrix, nested lists)

Converts nested lists of same length into a matrix

[a 1,...,a n]; To create a list [a_1,...,a n]

All] [ and ] also enclose the subscripts of a list. A[i] will be i-th
element of list A

sqrt() square root of argument

diff (expr, x)

Returns the first partial derivative of expr with respect to the
variable x.

/ (Backward Slash)

Division

acos()

arc cos or cos” function
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Definitions and Formulae:

Level Surfaces: If ®(x, y, z) is a scalar point function, then ®(x, y, z) = C, where C is a constant
is called a level surface of the function ®(x, y, z). At every point on the level surface, the
function ®(x, y, z) takes a constant value C.

Physical Interpretation of Gradient:

a) Directional Derivative: The component of grad(®) of a scalar field @ in the direction of
d is given by grad (®) -"aand is called the directional derivative of @ in the direction of d.
Here dis the unit vector in the direction of d@. Physically, this is the rate of change of ® at
(x, v, z) in the direction of d.

grad(®P)

b) Unit normal: The grad(®) is a vector normal to the level surface ® = C and'n= o
grad(d)

is the unit normal vector to the surface ® = C at any point (x, y, 2).

¢) Angle between surfaces: Angle between two surfaces is the angle between their normals at
the common point. At the common point (X, Yo, Zo), angle between ® = C1 and Y = C2 is

d(®) -grad ()
ara e ) evaluated at (X, Yo, Zo).
lgrad(®)|:|grad@)l

given by 8 = cos1 (

Physical Interpretation of Divergent: If f~ represents the velocity of a fluid then div(f~) represents
the rate at which the fluid is decreasing per unit volume. A vector point function f~ is said to
be solenoidal if div(f™") = 0.

Physical Interpretation of Curl: If f~ represents the velocity of a body rotating about a fixed point
then curl(f”) represents twice the angular velocity. A vector point function f is said to be
irrotational if curl(f”) = 0.

Program:
Program to find the directional derivative of ® in the direction of @ = a1 { + a2 j + as kat the
given point (xo, Yo, Zo).
load ("vect")$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$

J:[1,j.k]$

®:given scalar field$

a:[ay, a, a3]$

G:ev(express(grad (®)),diff)$

DD:G.a/norm(a)$

print("®=", ®)$

print("a=", a.J)$

print("grad(®)=", G.J)$

print("Directional Derivative of ®=", radcan(DD))$

print("at the given point, Directional Derivative of ®=", ev(DD,x=X¢,y=Y0,2=2¢))$
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Program to find the unit normal to the surface ® = C at the given point (xo, Yo, Zo).
load ("vect™)$
norm(x):=sqrt(x[ 1 ]*2+x[2]"2+x[3]"2)$
T:[1,5,k]$
®:given scalar field (i.e., LHS of ®=C)$
G:ev(express(grad (®)),diff)$
n:radcan(G/norm(G))$
print("®=", ®)$
print("grad(®)=", G.J)$
print("Unit Normal to ®=", expand(n.J))$
print("at the given point, Unit Normal to ®=", ev(n, X=X0,y=Y0,2=2).J)$

Program to find the angle between surfaces ® = C1 and ¥Y=C, at the common point (xo, Yo, Zo).
load("vect")$
norm(x):=sqrt(x[ 1]°2+x[2]"2+x[3]"2)$
®: given scalar field (i.e., LHS of ®=C/)$
W¥: given scalar field (i.e., LHS of ¥=C,)$
G1:ev(express(grad (@)),diff)$
G2:ev(express(grad (V)),diff)$
0:acos(G1.G2/(norm(G1)*norm(G2)))$
print("®=", ®)$
print("¥=", ¥)$
print("Angle between ® and V¥ is 0=", ev(0, x=X0,y=Y0,2=20))$

Program to test whether given vector field f = fi i+ f2] + f3 kis solenoidal/irrotational or not.
load ("vect")$
J:[1,j,k]1$
f:[f1,5, f3]$
D:ev(express(div(¥)),diff)$
C:ev(express(curl(f)),diff)$
print("f=", £.1)$
print("div(f)=", D)$
print("curl(f)=",C.J)$
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if D=0 then print("Given Vector field is solenoidal")
else print("Given Vector field is not solenoidal")$
if C.J=0 then print("Given Vector field is irrotational")

else print("Given Vector field is not irrotational")$

Worked Examples:

Problem 1. Write a program to find the directional derivative of @ = x2yz + 4xz? in the direction

of d = 21— j— Zkat the given point (1, -2, —1).

Program: load ("vect")
norm(x):=sqrt(x[1]*2+x[2]*2+x[3]2)5

load ("vect")$ JLiKIS
D xA2-y-z+4-%-zN 25
— al2,-1,-2]%
HOM(X).—SqI’t(X[ 1 ]A2+X[2]A2+X[3]A2)$ G:ev(express(grad (®)),diff)$
DD:G.a/norm(a)$

J:[i,j.k]$ print("®=", ®)$
print("a=", a.J)$
DO:x"2*¥y*z+4*x*7/2$ print("grad(®)=", G.J)$
print("Directional Derivative of =", radcan(DD))$
a: [2’_ 1 ,_2]$ print("at the given point,Directional Derivative of ®=", ev(DD,x=1,y=-2,z=-1))$

vect: warning: removing existing rule or rules for ".".

G:ev(express(grad (D)),diff)$

2 2
P=4xz +x yz

a= —2k-j+2i
DD:G.a/norm(a)$ Sy 5 2
grad(®)=i(4z +2xyz)+k (8x z+x y)+jx z
print("®=", ©)$ i i 5
8z +(dxy-x -16x)z-2x y
print(" a=".a J)$ Directional Derivative of ®= 5
, d.
; : sy o P 37
: " _n t th t Directional D t fip= e
prlnt( grad((D)— , G. J)$ at the given point Directional Derivative ol 3

print("Directional Derivative of ®=", radcan(DD))$
print("at the given point, Directional Derivative of ®=", ev(DD,x=1,y=-2,z=-1))$
Output:
b = 4xz? + x%yz
a=—-2k—j+2i
grad(®) = i(4z? + 2xyz) + k(8xz + x%y) + jx*z
8z%2 + (4xy — x2 — 16x)z — 2x%y
3

Directional Derivative of ® =

37
at the given point, Directional Derivative of ® = 3

Problem 2. Write a program to find the directional derivative of ® = 2xy + 5yz + zx in the
direction of @ = 31— 5 + 4kat the given point (1,2,3).
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Program:

load ("vect")$

load ("vect™)$ norm(x):=sqri(x[1]A2+x[2]*2+x[3]*2)$
Ji[i,j.kI$

= O:2-x-y+5-y-z+z-x$
norm(x):=sqri(x[ 1]"2+x[21"2+4x[3]"2)§ | T2xriov=e
e G:ev(express(grad (d)),diff)$

J.[l,],k]$ DD:G.a/norm(a)$
print("d=", ©)$

DO 2*x*y+5*y*z+72*Xx$ print("a=", a.J)$
print("grad(®)=", G.J)$

a:[3 -5 4]$ print("Directional Derivative of ®=", radcan(DD))$

> print("at the given point,Directional Derivative of ®=", ev(DD,x=1,y=2,z=3))$

GZCV(eXpI‘GSS( gr ad ((D)),difﬂ$ vect: warning: removing existing rule or rules for ".".
P=5yz+xz+2xXYy

DD:G.a/norm(a)$ a= 4k-5j+3i

. grad(®)=j (5z+2x)+i(z+2y)+k (5 y +x)
print("®=", ®)$ i e N
Directional Derivative of = -

print("a=", a.J)$ i

X " " at the given point,Directional Derivative of &= -2
print("grad(®)=", G.J)$

22z-26 y+6 x

372

print("Directional Derivative of ®=", radcan(DD))$
print("at the given point, Directional Derivative of ®=", ev(DD,x=1,y=2,z=3))$
Output:
® =5yz+xz+ 2xy
a =4k —5j+3i
grad(®) = j(5z + 2x) + i(z + 2y) + k(5y + x)

22z — 26y + 6x
Directional Derivative of ® = — =
5v2
3
at the given point, Directional Derivative of ® = —22

Problem 3. Write a program to find the unit normal to the surface xy3z2 = 4 at (—1,—1,2).
Program:

load ("vect™)$

norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$

J:[1,5,k]$

O:x*y"3*2"2$

G:ev(express(grad (®)),diff)$

n:radcan(G/norm(G))$

print("®=", ®)$

print("grad(®)=", G.J)$

print("Unit Normal of ®=", expand(n.J))$

print("at the given point, Unit Normal of ®=", ev(n,x=-1,y=-1,z=2).J)$

Page 37 of 42



Output:

® = xy3z2
grad(®) = iy3z? + 3jxy?z% + 2kxy3z
iyz 3jxz 2kxy
Unit Normal to ® = + +
Vy2z2 + 9x222 + 4x2y?  \y2z2 + 9x2z2 + 4x2y2  \y2z2 + 9x2z2 + 4x2y?
k 3j [
at the given point, Unit Normal to ® = - -
v11 V11 <11

load ("vect")$

norm(x):=sqrt(x[1]*2+x[2]*2+x[3]*2)$

J0i, K]S

O:x-yr3-z72%

G:ev(express(grad (9)),diff)$

n:radcan(G/norm(G))S

print("®=", ®)$

print("grad(®)=", G.J)$

print("Unit Normal of ®=", expand(n.J))$

print("at the given point,Unit Normal of ®=", ev(n,x=—1,y=—1,2=2).J)5

3 2
P=xy z

o D0 2 . 28 52 3
grad(®)=iy z +3jxy z +2kxy z

Unit Normal of ®= iyz Je 3jxz 5 2kxy
322 22 2.0 [ D ) ) . 7 7 7,0
Vyz+9x Z F4x 'y Vyz+9x z +4x y \/yZ+QXZ+4xy
at the given point,Unit Normal of &= k _ 3 _ i
JIoJa M

Problem 4. Write a program to find the angle between surfaces x?2 — 2y2 + 4z2 = 3 and xyz? = 1
at the common point (1,1, —1).

Program:
load("vect")$
load("vect")$ norm(x):=sartd11A2+x[2]A2+x[31A2)$
DxA2-2-yA2+4-7025
norm(x):=sqrt(x[ 1]"2+x[2]"2+x[3]"2)$ et
G1:ev(express(grad (9)),diff)$
D:x"2-2%y"2+4*7"2$ G2:ev(express(grad (¥)),diff)$
B:acos(G1.G2/(norm(G1)-norm(G2)))$
X FyEzA print("®=", )3
Fix*y*z2"28 print("W=", W)
Gl :ev(express(grad (q))),dlff)$ prmt("Anglé between CD and.LP. is 8=", ev(B,x=1, y=1, z=—-1))%
vect: waming: removing existing rule or rules for ".".
G2:ev(express(grad (V)),diff)$ e
2
0:acos(G1.G2/(norm(G1)*norm(G2)))$ a0
7
; Angle between @ and ¥ is 6= /.
prlnt("(D=", (D)$ ngle between ® an is acos( \/6\/?)
print("¥=", ¥)$
print("Angle between @ and WV is 6=", ev(0,x=1, y=1, z=-1))$
Output:

D =472 — 2y? + x?
Y = xyz?2

7
Angle between ® and ¥ is 8 = acos (——)

V621
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Problem 5. Write a program to test whether f = (x + 2y + 42) i + (2x — 3y — 2) j + (4x — y + 22)k
is solenoidal/irrotational or not

Program:
load ("vect")$
JiijkI$
load ("VeCt")$ fix+2-y+4-2,2-x-3-y-z, 4-x-y+2-Z]$
.. D:ev(express(div(f)),diff)s
J:[1,j,k]$ C:ev(express(curl(f),dif)$
print("f=", f.J)$
f:[x+2*y+4*7,2%x-3*y-7, 4*x-y+2*7]$ print("div(f)=", D)$
print("curl(f)=",C.J)$
D:ev(express(div(t)) dlff)$ if D=0 then print("Given Vector field is solenoidal")
’ else print("Given Vector field is not solenoidal")$
. : if C.J=0 then print("Given Vector field is irrotational")
C.ev(express(curl(f)),d1ff)$ else print("Given Vector field is not irrotational")$
print(”f=” f J)$ vect: warning: removing existing rule or rules for "".
> f= i (4z+2y+x)+k (2Z-y+4 X)+j (~2-3 y+2 )
print("div(f)=", D)$ div()= 0
curl(f)= 0
print(”curl(f)z",c.])$ Given Vector field is solenoidal
Given Vector field is irrotational
if D=0 then print("Given Vector field is solenoidal")
else print("Given Vector field is not solenoidal")$
if C.J=0 then print("Given Vector field is irrotational")
else print("Given Vector field is not irrotational)$
Output:
f=i(4z+2y+x)+k(2z—y +4x) + j(—z — 3y + 2x)
div(f) =0
curl(f) =0

Given Vector field is solenoidal
Given Vector field is irrotational

Problem 6. Write a program to test whether f~ = (x2 + xy2) { + (y2 + x2y) j is solenoidal/irrotational or not
Program:

load ("vect™)$

load ("vect")$
e e Ji[i,j.kI$
J: [la_] ak] $ f[xA2+x-yA2,y"2+x72-y, 0]%
D:ev(express(div(f)),diff)$
fi[x2+x*y" 2,y 2+x 2 *y, 01$ C:ev(express(curl(f)),diff)$
print("f=", {.J)$
D:ev(express(div(f)),diff)$ print("div(f)=", D)$
print("curl(f)=",C.J)$
. : if D=0 then print("Given Vector field is solenoidal")
C.ev(express(curl(f)),d1ff)$ else print("Given Vector field is not solenoidal")$
. neon if C.J=0 then print("Given Vector field is irrotational")
prlnt( f= ’ fJ)$ else print("Given Vector field is not irrotational")$

pI’iIl t (,, div ( D:", D) $ vec.f: wagu‘ngé rer?vovfzng e;fsﬁng rule or rules for ".".

fEi(xy +x )%y +x )
rint("curl(f)=",C.

p ( cu (f) 7C J)$ i y2+2y+x2+2x

if D=0 then print("Given Vector field is solenoidal") eully

Given Vector field is not solenoidal
else print("Given Vector field is not solenoidal")$ Given Vector field is irrotational

if C.J=0 then print("Given Vector field is irrotational")

else print("Given Vector field is not irrotational")$
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Output:
f=ilxy* +x2) + j(y* + x%y)
div(f) = y?2 + 2y + x2 + 2x
curl(f) =0
Given Vector field is not solenoidal

Given Vector field is irrotational

Exercise:
I. Write a program to find the directional derivative of ® in the direction of a” at the given

point (xo, Yo, Zo).

1.®=yz+xz+xy,a” =3i+4j +5kat (1,2,3) (Ans: %L?)
2.0=x34+y3+23,a =i+2j+kat(1,-1,2) (Ans:%)

II. Write a program to find the unit normal to the surface ® = C at the given point (xo, Yo, Zo).
1.x3 +y3 + 3xyz = 3at (1,2, -1 Ans: 3 -
y y ( ) (Ans: 2+ v— )
2. x2y2z2 = 4 at (—1,— 1,2)) (Ans: k - _)
3 3 3

1. Write a program to find the angle between surfaces ® = C; and ¥=C, at the common
point (xo, Yo, Zo).
l.x2+y2+22=9 andx2+y2 —z=3at(2,—-1,2) (Ans: acos (JL_))
3v21

2.xlog(z) —y?=—-1 andx?y +z=2at(1,1,1) (Ans: T — acos (\/_;)
5v6

IV. Write a program to test whether given vector field “fis solenoidal/irrotational or not.
1. f Bx+3y+4z)i+(x—2y+32)j+ Bx+2y—2)k

2. =(x+30i+(y—-32)]+x—-22)k

3. f (sin(y) + 2)i + (x cos(y) —2) j+ (x — )k

4.

5

f L+y]+zk

f =3y422 1+ 4x322 f — 3x2y2'k
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Experiment 6

Program 6: Program to evaluate vector line integral

Aim: To find [.F". dr which is work done in moving a particle in a force field where F~ = 2xyi — 3xj — 5zk, c
isthe curve x =t,y =t°+1, z=2t> fromt=0tot=1.

Software used: Maxima.

Definition:
Line integral: Let F~ = F1i + F2j + F3k be a vector point function in a region R and c is a regular curve from
the point A to point B the line integral of F~ is defined as
[JF-dr = [[(Fyi+ Fyj + Fsk) - (dxi + dyj + dzk)
= fAB Fidx + F,dy + F3dz ------ 1

1. The line integral (1) gives the total work done by force F~ along A to B.

2. Ifx=x(t),y =y(t), z=z(t) are parametric equations of curve c ,then
B gre (2 [F%4p % p
J  Fdr=[_ [Fldt +Fh+F dt]dt

3. Ifcisaclosed curve then § F~ - dr is called the circulation of F~ around

c. If$F -dr=0 Iisirrotational vector

Conclusion:
Work done in moving a particle in a force field is f C
Find the work done in moving a particle in a force field given by F~ = 2xyi — 3xj — 5zk along the curve ¢

givenby x=t,y=t’+1, z=2tfromt=0tot =1
PROGRAM:
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/+ Program 6: Program to evaluate vector line integral -/
kill(Call)s

load("vect" )3

f:[2-x-y,-3-%,-5-2]%

print("The given wvector is:",f)3%
fl:subst([x=t,y=tA2+1,z=2-tA2],f)%
print("f after subtitution:",f1)%

%:t3

yitAZ+ls

Z:2-tAdS

dx :diff(x,t)%

dy :diff(y,t)s

dz:diff(z,t)%

dr: [dx,dy,dz]4

fd:fl.drs

print("Dot product is:",fd)3%
li:integrate(fd,t,0,1)%

print("The vector line integral is",1i)%

OUTPUT:
The given vector is: [Zxy,-3x,-52]
f after subtitution: [2t(t°+1),-3¢,-10t°]

Dot product is: —40 t>+2 t(t2+1)-6 t°

21
The vector line integral is o
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Experiment 7
Program 7: Program to evaluate the surface integral.

Aim: To evaluate [[sF~ -1 ds where S is the surface 2x + 2y + z= 6 and F~ = xyi — x%j + (x + 2)k.

Software used: maxima

Definition:
Surface integral:

An integral which is evaluated over the surface S is called the surface integral.
Let F” = Fi1i + F2j + Fsk be a vector point function and S is any surface in 3D-space then the surface

integral is defined as [[sF~ - 1 ds where 71 is the unit

A~ Y
Sandn = Yo
normal vector to surface Vo |

1. IfR is the projection of surface S on xy-plane then

~ SN _ B oo dxdy
—USF flds = ffRF n In-k| where ds = dxdy

2. If R; is the projection of S on yz- plane then
= _ = . dydz
JIgF - fids = fleF- fl

In-i|
3. If R:is the projection of S on xz-plane then

=IPN _ =INPN dydz
JIGF nds—ffRzF A

Conclusion:

[[,F-ads==

Evaluate [[sF” -1 ds where S is the surface of the cylinder 2x + 2y + z = 6 included in the first octant and F~ = xyi
—x2%j + (x + z)k.
PROGRAM:
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OUTPUT:

/+ Program 7: Program to evaluate a surface integral ./
kill(all)$

load("vect")3

filx-y,-x-x,(x+2)]%

print("The given vector is",f)3
phi:2-x+2-y+z-65%

print("The given space is",phi)$
dphi:[diff(phi,x),diff(phi,y),diff(phi,z)]3%
mag: sqrt(ratsimp(dphi[1]A2+dphi[2]42)+dphi[3]A2)3
n:dphi/mag$

print("Unit vector n is",n)3

fn:f.n$

print("f.n is",fn)$

k:[0,0,1]$

nk:n.k3

print("n.k is",nk)3

z1:solve(phi,z)$

fint:subst(zl,fn)s

rat: fint/(n.k)$
sl:integrate(integrate(rat,y,@,3-x),x,0,3)%
print("The surface intergral is",sl1)$

The given wvector is ['xy,—xz,z-f-xj'
The given space is z+Z2y+Z x-6

Unit tor i o v
nit vector n 1s
r31‘3#3}

. Z+X ZXx¥y Exz
f.n is + -
3 3 3

, 1
n.k is —
3

27
The surface intergral is s
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Experiment 8

Program 8: Program to evaluate the volume integral.

Aim: To evaluate [[[,V - F dV where F” = (2r2— 3z)i — 2xyj — 4xk where V is the closed region bounded by x =0 y
=0z=0and2x+2y+z=4

Software used: Maxima

Definition:

Volume integral:

Let F” = F1i + Foj + F3k be a vector point and V be the volume. The volume integration of F~ over V
is defined as

[[fvFav = [[[v(F1i + F2j + Fsk )dxdydz

The volume integral is also given by [[[vdiv F~ dV

[ff,v - Fav =2

Conclusion:

If F~ = (2r2— 3z)i — 2xyj — 4xk evaluate [[[,V - F” dV where V is the closed region bounded by the planes
x=0y=0z=0and2x+2y+2z=4
PROGRAM:

If F = (2r2 — 3z)i — 2xyj — 4xk evaluate [ff V - F dV where V is the closed region bounded by the planes
=0y=0z=0and2x+2y+z=4 v

=
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/+ Program 8: Program to evaluate a volume integral -/
kill(all)$

load( "vect")$

fl:2.xA2-3.25

f2i-2:x.y$

f3:-4.x8

HE) 7B L]

print("The given vector is",f)$

df :diff(f1,x)+diff(f2,y)+diff(f3,2)8
print("del.f is",df)$

pl:2 x+2-y+z-45

print("The given plane is",pl)$
z1:so0lve(pl,2);

yl:subst(z=0,p1)%

y2:solve(yl,y);

x1:subst(y=0,y1)$

xZ:solve(x1,x);

vol_int:integrate(integrate(integrate(df,z,8,(-2-y-2-x+4)),y,0,2-x),%,0,2)%

print("Volume integral is",vol_int)$

OUTPUT:
The given vector is [2 3 z,-2xy,-4x]
del.f is Zx
The given plane is z+2 y+2 x-4
[z=-2y-2x+4]
[y=2-x]
[x=2]

8
Volume integral is 3
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Experiment 10
Program 9: Program to verify Green’s theorem .

Aim: To verify Greens theorem for $(xy + y2)dx + x2dy where c is the closed curve bounded by y =
xand y = x2.

Software used: Maxima

Green’s theorem in the plane:

Statement: If P(x,y) and Q(x, y) be two continuous function having continuous partial derivatives in a region R of the xy-
plane bounded by a simply closed curve c then

90 aP

£de+Qdy=ffR (a—a>dxdy

1. Green’s theorem givens a relation between the plane surface integral and the line integral.
2. The Green’s theorem in vector form is given by
$F-dr=[[(V x F)-kds
c R

3. LetF =Pi+ Qj be irrotational in the region R of the xy-plane then
Curl F=VxF=0=§ F-dr=0

=The work done by the force Fin displaying a particle around the closed curve C is zero.

5
= F 1S conservative.

4. Suppose F is conservative force in the xy-plane then there exists a scalar point function ¢ such

that F=V ¢

Conversely if ¢ C F-dr =0 then F is conservative .

Thus in the xy-plane the circulation of F around a closed path vanishes if and only if Fisa
conservative force.
Conclusion: Green’s theorem is verified a given plane and a closed curve.
Verify Greens theorem for $(xy + y*)dx + x*dy where c is the closed curve bounded by y = x and y =

2
X .
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OUTPUT:

/+ Program 9: Program to verify Green's Theorem -/
kill(all)$
DiX-YHyAZS
q:xAZ3
cl:y=x3
C2:y=xAZ%
s1:solve(subst(y=x,c2));
y0:subst(x=s1[1],c1)$
yl:subst(x=s1[2],c1)$
print("The intersection of closed curve is (0,0) and (1,1)")8
print("Along c1:")3
eqpl:subst(y=xA2,p)s
eqql:diff(xAz,x)3
int_cl:integrate(eqpl+q-eqql,x,0,1)s
print("Integral value along c1:",int_c1)$
print("Along c2:")3
eqpd: subst(y=x,p)$
int_c2:integrate(eqpZ+q,x,1,0)%
print("Integral value along c2:",int_c2)$
cl_cur:int_cl+int_c2$
print("Sum of integral values along curves ¢l and c2 (LHS of Green's theorem):",cl_cur)$
dp:diff(p,y)s
dq:diff(q,x)3
cl_r:integrate(integrate(dg-dp,y,xA2,x),x,0,1)$
print("Integral value along the region R (RHS of Green's theorem):",cl_r)$
if cl_cur=cl_r then

print("Green's theorem is verified")
else

print("Green's theorem not verified")$
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[x=0,x=1]
The intersection of closed curve is (8,8) and (1,1)

Along cl:
19
Integral value along cl: =

Along c2:
Integral value along c2: -1

Sum of integral values along curves cl and cZ2 (LHS of Green's theorem): -

it
Integral value along the region R (RHS of Green's theorem): ~35

Green's theorem is verified
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Experiment 10

Program10: Program to find equations of sphere, cone and cylinder

Aim: Program to find equations of sphere, cone and cylinder.

Software used: Maxima

Sphere:

A sphere is the locus of a point which moves so that its distance from a fixed point always remains
constant. The fixed point is called the center of the sphere and the constant distance is called radius of the
sphere.

Equation of the sphere whose center is (a, b, ¢) and radius r is given by

(x—a)32+(y—6)>+(z—c)2=r?

Equations of the sphere whose center is origin and radius r is given by
x2+y2+z2=12

The equation x2+ y2z+ z2+ 2ux + 2vy + 2wz + d = 0 represents a sphere whose center is (—u, —v,
—w)and radius = Vuz+ v2+ w2 —d

Condition for a sphere:
The given equation represents a sphere if

1. Itis asecond degree equation in x, y, z
2. Co-efficient x2= co-efficient of y?= co-efficient of z2

3. It does not contain the terms involving the products xy, yz and zx

Cone:

A cone is a solid whose surface is generated by a line passing through a fixed point and a fixed plane
curve not containing the point, consisting of two equal sections joined at a point. The fixed point is called the
vertex of the cone, the moving line in any position is called the generator and if the generator cuts a fixed curve

then the curve is called the guiding curve.

The equation of the cone with vertex at origin is a homogeneous equation of second degree in x, y, z
which is ax?+ by2+ czZ+ 2tyz + 2gzx + 2hxy = 0.

A right circular cone is a surface generated by a straight line which passes through the fixed point. The
fixed point is called the vertex the constant angle is called the semi-vertical angle and the fixed line through the
fixed point is called axis of the cone.

The equation of right circular cone whose vertex as origin, axis-oz and semi-vertical angle a is given by

x2+yr=z2tan?a

Page 50 of 42




Cylinder:

A. A cylinder is the surface generated by a straight line which is parallel to a fixed straight line and

satisfies one more condition that it may intersect a fixed curve or touch a given surface.
B. A cylinder whose equation is second degree in x, y, z is called a quadratic cylinder.

C. A right circular cylinder is the surface generated by a straight line which is parallel to a fixed line is at a
constant distance from it the fixed line is called the axis and the constant distance is called radius of the

cylinder.

The equation of the right circular cylinder whose axis is z-axis and radius a is given by
(x =2+ (v = k2=
Conclusion:
1. The equation of sphere with center at (1,2, —3) and radius =4 is given by
X2+ y2+z2—2x—4y+6z+ 14 =16

2. The equation of the cone with center at (2, —3,5) and semi-vertical angle

2_
X2+ y? —4x + 6y +13 = 204

30°is given by 3

3. The equation of the cylinder with center at (2,3) and radius =2 is given by

X2+ y2—4x—6y+ 13 =4

Find the equation of
1. Sphere with center at (1,2, —3) and radius =4
2. Cone with center at (2, —3,5) and semi-vertical angle 30°

3. Cylinder with center at (2,3) and radius =2
PROGRAM:
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/- Prograom 1@: Program to find the equation sphere, cone and cylinder -/
kill(all)s

load(ntrig)$

print("SPHERE EQUATION")S

a: 1%

h: 2%

c: -3%

r: 4%

sph_egn: ratsimp((x = a)AZ + (y = b)A2 ¢ (z = )M = rA2)s
print("The sphere equation is",sph_egn)$

print("CONE EQUATION")S

a:2$

b:-3%

c:5%

ang:30-¥pi/1803%

cone_eqn: ratsimp((x-a)rZ+(y-b)AZ=(z-c)AZ . (tan(ang))A2)3
print("The cone equation is",cone_egn)$

print("CYLINDER EQUATION")S

h:2%

k:33%

r:2%

cyl_egn:ratsimp((x=h)AZ+(y-k)r2=rArZ)3

print("The cylinder equation is",cyl_eqgn)$

OUTPUT:
SPHERE EQUATION

The sphere equation is z°+6z+y° -4 y+x° -2 x+14=16
CONE EQUATION

210 2+75

The cone equation is y2+5y+x2—4x+13= :

CYLINDER EQUATION
The cylinder equation is yZ—E y+x2—4 x113=4
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Experiment 11

Programl1: Program to find distance between a straight line and a plane.
x-1 _y—-2 _ z+5

Aim: To find the distance between the line 2 =~ 4 2 and the plane
3x—2y+z=2

Software used: Maxima

Distance between straight line and a plane:

The distance between a straight line and plane can be found by finding distance between a point P on the

straight line and the plane provided the line and plane are parallel. Consider a straight line
X=X, _Y=V1 _ 272
(1)

l m n

Where (x1, y1, 1) are point on the line and [, m, n are direction vectors

of the line and the plane ax + by +cz+d=0 ---------—--- (2) where a, b, c are normal vector of the plane.
If (li + mj + nk) - (ai + bj + ck) = 0 then the line and plane are parallel

dist = ax,+by,+cz,+d
The distance can be found by using va?+b?+c?

4
Conclusion: The line and plane are parallel and distance between line and plane isv 14

x=1 _y-2 Z+5

Find the distance between the line 2~ 4 2 andthe plane 3x —2y +z=2

PROGRAM:
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OUTPUT:

/+ Program 11: Program to find distance between a straight line and a plane ./

kill(all)$

load("vect™)s

x1:1%

yl:2%

z21:-5%

print("Points on line",x1,y1,z1)%

u:2s

v:i43

wid$

print("The directional vectors of line",u,v,w)s
a:3%

b:-2%

c:1$

d:2%

print("The normal vectors on plane",a,b,c)$
dv:[u,v,w]$

nv:[a,b,c]s

dot:dv.nv

print("The dot product of directional vector and normal vector is",dot)$

if dot=@ then

(
print("The line is parallel to the plane"),

dist:abs(a.x1+b-yl+c.z1+d)/sqrt(arZ+brZech),

print("The distance between line and plane is",dist)

)

else

print("The line is not parallel to the plane and cannot find the the distance")s$
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Points on line 1 2 -5

The
The
The
The

The

directional vectors of line 2 4 £
normal vectors on plane 3 -2 1

dot product of directional vector and normal vector is @

line is parallel to the plane

distance between line and plane is

ijI
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Experiment 12
Program12: Program to construct and plot some standard surface.

Aim: To construct and plot ellipsoid, elliptic paraboloid and hyperbolic paraboloid.

Software used: Maxima

Standard surfaces:

1. Ellipsoid: Ellipsoid is a closed surface of which all plane cross sections are either ellipse or circle. An
ellipsoid is symmetrical about three mutually perpendicular axes that intersect at the center.

If a, b, c are the principle semi-axes the general equation is
2 2 2

x y z
- + 5] + == 1
If a = b = c then the surface is a sphere and the intersection with any plane passing through it is a circle

It is symmetrical about each of the co-ordinate planes as only even powers of x, y, z occur in its

equation.

* It meets x-axis at A(a, 0,0), A'(—a, 0,0);
y-axis at B(0, b, 0), B'(0, —b, 0);
z-axis at €(0,0, ¢), €'(0,0, —c);

Its section by the co-ordinate planes are ellipses. i. e., the section by yz
y2 ZZ

=1
plane (x = 0) is the ellipse b2 N c?

2. Elliptic paraboloid: Elliptic paraboloid is a quadric surface whose vertical cross sections are parabolas

while horizontal cross sections are ellipses.

The general form of the equation is a? b2 c
where a, b are constants that dictate the level of curvature in the xy and yz planes respectively. If c is

X2, Y2 __ 2z

positive then the shape is in positive direction and if it is negative then shape is on negative direction.

It is symmetrical about yz plane and zx plane as only even powers of x and y occur in the equation.

* It meets the axis at the origin only and touches the xy plane.

5 2b
=—7Z
Its the section by yz plane (x = 0) is a parabola y c
2 x2 =2,
Its the section by zx plane (y = 0) is a parabola o

X2  y?
— —_— 0
Its the section by xy plane (z = 0) is the point ellipse a? + b?
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3. Hyperbolic paraboloid: A hyperbolic paraboloid is a doubly ruled surface shape the general form is
x? y* 2z

a2  b%2 ¢ . Inthis position the hyperbolic

paraboloid opens downwards along x-axis and upwards along the y-axis.

* It is symmetrical about yz plane and zx plane as only even powers of x and y occur in the equation.

It meets the axis at the origin only and touches the xy plane.

2 _ _2b°
* Its the section by yz plane (x = 0) is a parabola y c z Its the section by zx plane (y = 0) is
2a?
2 28,

a parabola c

b
. . . y=*-x

Its the section by xy plane (z = 0) is the part of lines a

Conclusion:

1. Equation of ellipsoid witha=2,b=1,c =3 is

3y —4y?—x2+4 3y —4y?—x2+4
Z=- 2 r 2= 2

2. Equation of elliptic paraboloid witha =2,b=3,c=5is
4y2+9x? 2z
36 5

3. Equation of hyperbolic paraboloid witha =2,b=3,c =1 is

x2 2
= - =2z
4 9

Find the equation of
1. Ellipsiod witha=2,b=1,c¢=3
2. Elliptic paraboloid witha=2,b=3,c=5

3. Hyperbolic paraboloid witha=2,b=3,c=1
PROGRAM:
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OUTPUT:

/- Program 12: Program to construct and plot some standard surfaces -/
kill(all)s
load(draw)3
print("ELLIPSOID"}S
a: 2%
b: 1%
g; 3%
eq: (xAlfar2) + (yhe/bAZ) + (ZA2/ch2) - 13
zsol: solve(eq, )5
print("The equation of ellipsoid is",zsel)s
draw3d
(
explicit(zsol[1], x, -a, a, y, -b, b),[x, v, 21,[x, -a, al,[y, -b, b1,[z, -¢, c],box = false,title = "Ellipsoid"
)i
print("ELLIPTIC PARABOLOID™)S
al;Z%
bl:3%
€1:5%
eq_ep:ratsimp((xA2/alA }+(yr2/b1A2)=(2.2)/c1)5
print("The equation of the elliptic paraboloid is",eq_ep)s
draw3d
(
explicit(eq_ep, [x, y, 2], domain = [[ - 3-a1, 3-01], [- 3-b1, 3-b1], [ - 3:cl, 3-c1]1]),[x, ¥, Z],grid = 50,
xlabel = "x", ylabel = "y",zlabel = "2",title = "Elliptic Paraboloid"
)
print("HYPERBOLIC PARABOLOID")S
az: 2§
bZ: 35
cZ; 1%
eq_hp: (xA2/a2hd)-(yh2/b2r2) = 2.2/cds
print("The equation of Hyperbolic paraboloid is",eq_hp)s
draw
(
implicit(eq_hp, [x, v, 2], domain = [[ -3-q, 3.a], [ -3-b, 3-bl, [- 3, 31D,[x, v, zl,qrid = 58,

xlabel = "x",ylabel = "y",zlabel = "2",title = "Hyperbolic Paraboloid”
)i
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ELLIPSOID

e T T {3 o

, S — 34/-4yf-x%+4a 34/-4y*-x%+4
The equation of ellipsecid is [z=- 5 3 E= 5
ELLIPTIC PARABOLOID

; i e 4 _5-'2 +49 xz 2z
The eguation of the elliptic paraboloid is - o
HYPERBOLIC PARABOLOID

XE }"2

The equation of Hyperbeolic paraboloid is T—?—Ez
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List of Programs

For Sixth Semester DSC 1 Mathematics
(Practicals on Linear Algebra)

(4 Hours per Week and 56 hours per Semester)
Program on linear combination of vectors.
Program to verify linear dependence and independence.
Program to find basis and dimension of the subspaces.
Program to verify if a function is linear transformation or not.
Program to find the matrix of linear transformation.
Program to find the Eigenvalues and Eigenvectors of a given linear transformation.
Program on Rank — Nullity theorem.

Program to verify if the given linear transformation is singular/non-singular.

© oo N o Ok wbhPE

Program to find the minimal polynomial of given transformation.

[N
o

. Program to find the algebraic multiplicity of the Eigenvalues of the given
linear transformation.

11. Program on diagonalization.




Program 1

Program on linear combination of vectors.

Aim: To check whether given vector is in the Linear Span of given subset of vectors of a
vector space and expressing it as a linear combination of those vectors using
Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
The operator . represents noncommutative multiplication
. (dot) and scalar product. It is used for usual multiplication of
matrices.
[a1, az,...,am] List of numbers/objects ai, az,...,am.
Solves the list of simultaneous linear equations for the list
linsolve (A,B) A of variables in list B. The expressions must each be

polynomials in the variables and may be equations.

%r, %rl, %r2, etc

These are system generated symbols for arbitrary
parameters for solution of under-determined system of
equations

Constructs a set from the elements of the list A.

setify (A)

The single quote operator ' prevents evaluation.

load("ratpow")

loads the package ratpow which provides functions that
return the coefficients of the numerator of a CRE
polynomial in a given variable.

ratp_dense_coeffs (expr, x)

Returns the coefficients of powers of x from highest to
lowest

matrix(R1,Rz,...Rm)$

Creates matrix whose rows are R1,R2,...Rmwhich are lists
of equal length.

list_matrix_entries (M)

Returns a list containing the elements of the matrix M

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

and

The logical conjunction operator.

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

Note:1. Press Shift+Enter for evaluation of commands and display of output.
2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols




Definitions and Formulae:

Linear Combination of vectors: Let V be a vector space over a field F. Let v4,v,, ..., v, be any n

vectors of V. A vector of the form

n
Z a;v; =av1 + apv+... +ta,v,
i=1
where a4, a5, ...., a, € F arescalars, is called a linear combination of the vectors v4, v,, ..., v,,. Any
given vector v is a linear combination of vectors v, v,, ..., v, if 3 scalars a4, a5, ....,a, € F such

thatv = ayvq + ayv,+... +a,v,. Otherwise, v is not a linear combination of vectors v4, vy, ..., V.

Linear Span of a subset: Let V be a vector space over a field F. Let § = {v4,v,, ..., v,} be a non-
empty subset of n vectors of V. The set of all linear combinations of elements of S is called its linear
span and is denoted by L(S).

n
L(S) = {z av; =a vy +av; + -+ a v, |V, ESSa; EFVi=1,2,,....,n
i=1
Standard Vector spaces:
i) R™ = {(x1,x3,...,x,)| x; € R} the set of all n-tuples of real numbers is a vector space over R
i) P = {3 ,a;x'| nis a positive integer, a; € R } the set of all polynomials in x with real

coefficients, at most of degree n is a vector space over R
iii) R™™ = {[aij]mxnl a; € R} is the set of all real matrices of order m X n is a real vector space.

Program:

Program to check whether v.is in L(S). Expressing v as linear combination of vectors of S if it is in L(S).
where S € R"
v: given vector$

v1: vector 1 of S$

v2: vector 2 of S$

v3: vector 3 of S$

S:[viv2,v3]$

a:[a.B,y]$

M:linsolve(S.a-v,a)$

print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$

if M=[] then print("v is not in L(S)")

else print("vis in L(S)")

and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$




Program:

Program to check whether v is in L(S). Expressing v as linear combination of vectors of S if it is in L(S).
where S € P
load("ratpow")$

v: given vector$

v1: vector 1 of S$

v2: vector 2 of S$

v3: vector 3 of S$

S:[vi,v2,v3]$

a:[a.B,y]$
L:ratp_dense_coeffs(S.a-v,x)$
M:linsolve(L,a)$

print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$

if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$

Program:

Program to check whether v is in L(S). Expressing v as linear combination of vectors of S if it is in L(S).
where S € R™*"
v: given matrix$

v1: matrix 1 of S$

v2: matrix 2 of S$

v3: matrix 3 of S$

S:[viv2,v3]$

a:[a,pB,y]$

L:list_matrix_entries (S.a-v)$
M:linsolve(L,a)$

print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$

if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['V1,'v2,'v3])$

Note: Number of members in list S and list a taken 3 each in above programs. Take actual
number of members present in S of given problem.




Worked Examples:

Problem 1. Check whether v = (1,2,3,5) is in L(S) or not and express it as a linear combination of
vectors of S if it is in L(S) where S = {(2,3,4,5),(—1,—-2,—3,—4),(6,7,89)} € R*

Program: vi[1,2,3,515
v1:[2,3,4,5]%
v:[1,2,3,5]% v2:{-1,-2,-3,-4]$
v3:[6,7,8,9]%

. S:[v1,v2,v3]$
v1:[2,3,4,5]$ Stvi,

. M:linsolve(S.a-v,a)$
v2: ['1;'2;'3;'4]$ print("Given set of vectors is S=" setify(S))$
print("Given vector is v=",v)$
Vv3: [6,7,8,9]$ if M=[] then print("v is not in L(S)")

else print("v is in L(8)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])

S:[vi,v2,v3]$

solve: dependent equations eliminated: (3)

a:[a,B,y]$ Given set of vectors is S= {[-1,-2,-3,-4],[2,3,4,5],[6,7,8,9]}
. Given vectoris v=[1,2,3,5]
M:linsolve(S.a-v,a)$ vis not in L(S)

print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$
if M=[] then print(*"v is not in L(S)")
else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$
Output:
Given set of vectorsis S = {[—1,—2,-3,—4],[2,3,4,5],[6,7,8,9]}
Given vector is v = [1,2,3,5]

visnot in L(S)

Problem 2. Check whether v = (2,4,3) is in L(S) or not and express it as a linear combination of
vectors of S if it is in L(S) where S = {(1,—1,0),(0,2,1)} € R3

Program: vi[2,4.3]8
v1:[1,-1,01
v2:[0,2,1]1$
S:[v1,v2]$
v:[2,4,3]$ 2w Bls
M:linsolve(S.a-v,a)$
. _ print("Given set of vectors is S=",setify(S))S
vl [1’ 1’O]$ print("Given vector is v=",v)$

v2: [012,1]$ if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2])$
. solve: dependent equations eliminated: (3)

S'[Vl’V2]$ Given set of vectors is S= {[0,2,1],[1,-1,0]}
. Given vector is v=[2,4,3

a:[o,p]$ ve [2.4.%1

visin L(S)

M : | | nSOIVE(S.a-V,a)$ Required Linear combination is v= v2 +v1 a=3 v2+2 v1

print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$
if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2])$




Output:
Given set of vectorsis S = {[0,2,1],[1,—1,0]}

Given vector is v = [2,4,3]
visin L(S)
Required Linear combination is v = v2f + vla = 3v2 + 2v1l

Problem 3. Check whether v = (1,—2,5) is in L(S) or not and express it as a linear combination of
vectors of S if itisin L(S) where S = {(1,1,1),(1,2,3),(2,—1,1)} € R3

Program:

vi[1,-2,5]%

v:[1,-2,5]% vi1,1,118
v2:[1,2,3]$

. v3:[2,-1,1]$
V1[1’1'1]$ S:v1,v2,v3]$
. a:[a,B,y1$

V2. [1,2,3]$ M:linsolve(S.a-v,a)$
print("Given set of vectors is S=",setify(S))$

v3: [21-111]$ print("Given vector is v=",v)$
if M=[] then print("v is not in L(S)")

S: [Vl V2 V3]$ else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$
Given set of vectors is S= {[1,1,1]1,[1,2,3],[2,-1.,1]}

a:[a,B,y]$ Given vector is v= [1,-2,5]

. visin L(S)

M:li nSOIVe(S-a‘V,a)$ Required Linear combination is v= v3y+v2B+v1a=2v3+3 v2-6v1

print("Given set of vectors is S=",setify(S))$

print("Given vector is v=",v)$

if M=[] then print(*"v is not in L(S)")

else print("v is in L(S)") and print(* Required Linear combination is v=", M.['v1,'v2,'v3])$

Output:

Given set of vectorsis S = {[1,1,1],[1,2,3],[2,—1,1]}

Given vector is v = [1,—2,5]

visin L(S)

Required Linear combination is v = v3y + v2f + vla = 2v3 + 3v2 — 6vl

Problem 4. Check whether v = 2x3 + x? + 3x — 1 isin L(S) or not and express it as a linear
combination of vectors of S if itisin L(S) where S = {x,x?> + 1,x3 -1} c P
Program:

load("ratpow")$
Vi2-xM3+xM2+3-x-1$

load("ratpow")$ VinS
v2:xM2+1$

Vi2*XN3+X"2+3*x-1$ V3:xh3-1$
S:[v1,v2,v3]$

v1:x$ azfo,py1s

L:ratp_dense_coeffs(S.a-v,x)$
M:linsolve(L,a)$

V2:XA2+1$ print("Given set of vectors is S=" setify(S))$

print("Given vector is v=",v)$
V3:X/\3_1$ if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])3|
S: [Vl,VZ ,V3]$ solve: dependent equations eliminated: (4)

Given set of vectors is S= {x,x2+‘l ,x3—‘l }

a.
[Q’B,Y]$ Given vector is v= 2x3+x2+3 x-1
L:ratp_dense_coeffs(S.a-v,x)$ | v/sint)

Required Linear combination is v= v3y+v2 B+v1 a=2 v3+v2+3 v1




M:linsolve(L,a)$
print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$
if M=[] then print("v is not in L(S)")
else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$
Output:

Given set of vectorsis S = {x,x* + 1,x3 — 1}

Given vector isv = 2x3 + x>+ 3x — 1

visinL(S)

Required Linear combination is v = v3y + v2f + vla = 2v3 + v2 + 3vl

Problem 5. Check whether v = x2 + 4x — 3 is in L(S) or not and express it as a linear combination
of vectors of S ifitisin L(S) where S = {x? —2x +5,2x* - 3x,x +3} S P

Program:
" " load("ratpow")$
load("ratpow")$ 4 s
v1:xh2-2-x+5%
ViX"2+4*x-3% v2:xh2-3-x$
v3:x+35
v1:x"2-2*x+5% Sv1,v2,v3]$
a:[a,B,y]$
N * L:ratp_dense_coeffs(S.a-v,x)$
V2:xX"2-3*X$ M:linsolve(L,a)$
print("Given set of vectors is S=",setify(S))$
v3:x+3% print("Given vector is v=",v)$
if M=[] then print("v is not in L(S)")
S: [Vl,VZ,V3]$ else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$
Given set of vectors is S= {x +3,x2—3x,x2—2 x +5}
a:[a,B,y]$ _ .
Given vectoris v= x +4x-3
L:ratp_dense_coeffs(S.a-v,x)$ visin L(S)
Required Linear combination is v= v3y+v23+v1a=19 v3+13 v2-12 v1
M:linsolve(L,a)$
print("Given set of vectors is S=",setify(S))$
print("Given vector is v=",v)$
if M=[] then print("v is not in L(S)")
else print("v is in L(S)") and print(" Required Linear combination is v=", M.['V1,'v2,'v3])$
Output:

Given set of vectorsis S = {x + 3,x* — 3x,x? — 2x + 5}

Given vector isv = x? + 4x — 3
visin L(S)
Required Linear combination is v = v3y + v2f + vla = 19v3 + 13v2 — 12v1




Problem 6. Check whether v = [i :é]is in L(S) or not and express it as a linear combination of
e (11 1 111 -1 2x2
vectors of S ifitisin L(S) where S = {[0 _1] , [_1 0] , [0 0 ]} CR

Program:

Output:

Problem 7. Check whether v = [—68 :é]is in L(S) or not and express it as a linear combination of
ey e = _ 1 2 0 1 4‘ —2 2X2
vectors of S if itisin L(S) where S = {[_1 3] , [2 4] , [0 _2]} CR

Program:

vimatrix([3,~1],[1,-2])$
v1:matrix([1,1],[0,-1])$
v2:matrix([1,1],[-1,01)$
v3:matrix([1,-1],[0,0])$

V:matriX([3,'l],[l,'2])$ S:iv1,v2,v3]$
. a:[a,B.y]$
Vl:matr|x([1’l]’[0’-1])$ L:list_matrix_entries (S.a=v)$
M:linsolve(L,a)$
. H _ print("Given set of vectors is S=",setify(S))$
V2.matr|X([1, l] ’[ 1’0])$ print("Given vector is v=",v)$
. if M=[] then print("v is not in L(S)")
V3:matr|X([1,'1],[0,0])$ else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$
S: [V11V2 ,V3]$ solve: dependent equations elin:inied: (14) A
Given set of vectors is S= { ] H ]]
a:[avaY]$ 0 o]|-1 0ffo -1
. R ER
L:list_matrix_entries (S.a-v)$ Given vectoris v= (1 ”

. visin L(S)
M:li nSOIVe(L,a)$ Required Linear combination is v= v3y+v2 B+via=2v3-v2+2 v1

print("Given set of vectors is S=",setify(S))$

print("Given vector is v=",v)$
if M=[] then print(*"v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['V1,'v2,'V3])$

Given set of vectorsis S = {[(1) _01] ) [_11 é '[é _11]}

, . 3 -1
Given vector isv = [1 _o
visin L(S)

Required Linear combination is v = v3y + v2f + vla = 2v3 — v2 + 2v1

v:matrix([6,-1],[-8,-8])$
vl:matrix([1,2],[-1,3])$
v2:matrix([0,1],[2,4])$
v3:matrix([4,-2],[0,-2])$
S:[vi,v2,v3]$

a:[a,pB,y]$
L:list_matrix_entries (S.a-v)$
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M:linsolve(L,a)$

print("Given set of vectors is S=",setify(S))$

print("Given vector is v=",v)$

if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['V1,'v2,'v3])$
Output:

Given set of vectorsis S = {[(2) ﬂ'[_ll g] ’ [g :g }

-1

Given vector isv = [—68 _g

visin L(S)

Required Linear combination is v = v3y + v2f + vla = v3 — 3v2 + 2vl

v:matrix([6,-1],[-8,-8])$
v1:matrix([1,2],[-1,3])$
v2:matrix([0,1],[2,4])$
v3:matrix([4,-2],[0,~2])$

S:[v1,v2,v3]$

afa,B,y]$

L:list_matrix_entries (S.a-v)$
M:linsolve(L,a)$

print("Given set of vectors is S=",setify(S))3
print("Given vector is v=",v)$

if M=[] then print("v is not in L(S)")

else print("v is in L(S)") and print(" Required Linear combination is v=", M.['v1,'v2,'v3])$

solve: dependent equations eliminated: (4)

o 1|1 2||s -2
2 4]'l-1 3)'lo -2
visin L(S)

Required Linear combination is v= v3 y+v2 B+vi a=v3-3 v2+2 v1

Given set of vectors is S= {

6 -1
Given vector is v=
-8 -8

Exercise:

Write a program to check whether v is in L(S) or not and express it as a linear combination of vectors
of S ifitisin L(S) for the following:

l.v=(3,-76), S={1,-32),(241),(1,1,1)} (Answer: v is in L(S))
2.v=(39-44), S={(1,-2,03),(2,-1,21),(2,3,0,1)} (Answer: v is in L(S))
Bv=x?+x+1, S={x,x2+1,x3—-1} (Answer: v is in L(S))

4 v=23+x>—x—-5 S={Lx+1,x*+x+1,x>+x*+x+1} (Answer:VvisinL(S))

5.v = [_51 Z] S = { [(2) 1][_11 g][g :g]} (Answer: v is not in L(S))
6.v = [8 2 , S = { [(2) 41}][—11 g][g :g]} (Answer: v is in L(S))
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Program 2

Program to verify linear dependence and independence

Aim: To check whether given set of vectors is linearly dependent or independent using
Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
The operator . represents noncommutative multiplication
. (dot) and scalar product. It is used for usual multiplication of
matrices.
[a1, az,...,am] List of numbers/objects ai, az,...,am.

hipow (expr, x)

Returns the highest explicit exponent of x in expr

lopow (expr, X)

Returns the lowest exponent of x which explicitly appears
in expr.

matrix(R1,Rz,...Rm)$

Creates matrix whose rows are R1,Rz,...Rmwhich are lists
of equal length.

list_matrix_entries (M)

Returns a list containing the elements of the matrix M

apply(‘matrix,L)

Converting nested lists L to matrix

rank (M)

Computes the rank of the matrix M.

setify (A)

Constructs a set from the elements of the list A.

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev

(expr, 1=j) is applied to the elements j of the
sequence: i 0,i 0+1,i 0+ 2, ..., with |j| less than or
equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

and

The logical conjunction operator.

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr 0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

Note:1. Press Shift+Enter for evaluation of commands and display of output.
2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Linearly Dependent Set: Let V be a vector space over a field F. Let S = {v4,v,, ..., v,,} be a non-
empty subset of n vectors of V. Then the set § is called linearly dependent if 3 scalars

ay, as,....,a, € Fsuchthat

n

Z a;v; =avq + apvy+... +a,v, = 0 with a; # 0 for some i
i=1

Linearly Independent Set: Let V be a vector space over a field F. Let S = {v4,v,, ..., v, } be a non-

empty subset of n vectors of V. Then the set S is called linearly independent iff

n

z a;v; =avq + av+...+a, v, =0=>a; =0Vi
i=1

Note that linear dependence and independence are mutually exclusive. Thus, a set is either linearly
independent or dependent but not both. So, we can say that linearly dependent set is not linearly
independent and vice-versa.

Standard Vector spaces:
i) R™ = {(x1,x3,...,x,)| x; € R} the set of all n-tuples of real numbers is a vector space over R
i) P = {3 ,a;x'| nis a positive integer, a; € R } the set of all polynomials in x with real

coefficients, at most of degree n is a vector space over R

iii) R™™ = {[aij]mxnl a; € R} is the set of all real matrices of order m X n is a real vector space.

Program:

Program to check whether S = {v4, v, v3} is linearly dependent or independent where S € R™

v1: vector 1 of S$

v2: vector 2 of S$

v3: vector 3 of S$

S:[viv2,v3]$

M:apply(‘matrix,S)$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
else print("Given set of vectors is Linearly Dependent™)$

Note: In the above program, 3 vectors are taken in S for illustration. S can contain any

number of vectors.
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Program:

Program to check whether S = {v4, v, v3} is linearly dependent or independent where S € P

v1: vector 1 of S$

v2: vector 2 of S$

v3: vector 3 of S$

S:[viv2,v3]$

L:makelist(makelist(coeff (S[j], x,i),i,lopow(S,x),hipow(S,x)),j,1,length(S))$
M:apply(‘matrix,L)$

print("Given set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")
else print("Given set of vectors is Linearly Dependent™)$

Note: In the above program, 3 vectors are taken in S for illustration. S can contain any
number of vectors.

Prog ram:
Program to check whether S = {v4, v, v3} is linearly dependent or independent where S € R™*"

g(x):=list_matrix_entries(x)
v1: matrix 1 of S$
v2: matrix 2 of S$
v3: matrix 3 of S$
S:[viv2,v3]$
T:makelist(g(S[i]).i,length(S))$
M:apply(‘matrix, T)$
print("Given set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
else print("Given set of vectors is Linearly Dependent™)$

Note: In the above program, 3 vectors are taken in S for illustration. S can contain any
number of vectors.
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Worked Examples:

Problem 1. Write a program to check whether S = {(1,0), (1,1)} is linearly independent or not

where S € R?

. v1:[1,0]%
Program: i
. S:[v1,v2]$
vl1: [1,0]$ M:apply('matrix,S)$
print("Given Set of Vectors is S=", setify(S))$
V2: [l,l]$ if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
else print("Given set of vectors is Linearly Dependent")$
S:[viv2]$ Given Set of Vectors is S= {[1,0],[1,1]}

Given set of vectors is Linearly Independent

M:apply(‘matrix,S)$
print("Given Set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
else print("Given set of vectors is Linearly Dependent™)$
Output:
Given Set of Vectors is S = {[1,0],[1,1]}

Given set of vectors is Linearly Independent

Problem 2. Write a program to check whether S = {(1,1,2,4), (2,—1,-5,2),(1,—-1,—4,0),(2,1,1,6)} is

linearly independent or not where S € R*

Program: vi1,1,2,418
v2:[2,-1,-5,2]%
v1:[1,1,2,4]$ v3:1,-1,-4,013
v4:[2,1,1,6]%
v2: [21_11_512]$ S:[v1,v2,v3,v4]$
M:apply('matrix,S)$
. print("Given Set of Vectors is S=", setify(S))$
V3' [1’_1’_4’O]$ if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
. else print("Given set of vectors is Linearly Dependent")$
V4[2’1'1’6]$ Given Set of Vectors is S= {[1,-1,-4,0],[1,1,2,4],[2,-1,-5,2],[2,1,1,6]}
S. [Vl V2 V3 v 4] $ Given set of vectors is Linearly Dependent
M:apply(‘'matrix,S)$
print("Given Set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
else print("Given set of vectors is Linearly Dependent')$
Output:

Given Set of Vectorsis S = {[1,—1,—4,0],[1,1,2,4],[2,—1,-5,2],[2,1,1,6]}

Given set of vectors is Linearly Dependent
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Problem 3. Write a program to check whether S = {(1,0,-1), (3,1,1), (0,1, —1)} is linearly independent

Program:

Output:

or not where S € R3

v1:[1,0,-118
v2:[3,1,1]%
. v3:[0,1,-1]8
v1:[1,0,-1]$ Siv1,v2,v3ls
M:apply('matrix,S)$
Vv2: [3,1,l]$ print("Given Set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
V3: [0,1,_1]$ else print("Given set of vectors is Linearly Dependent™)$
Given Set of Vectors is S= {[0,1,-11,[1,0,-1]1,[3,1,1]}
S: [Vl,VZ ,V3]$ Given set of vectors is Linearly Independent

M:apply(‘'matrix,S)$
print("Given Set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")

else print("Given set of vectors is Linearly Dependent™)$

Given Set of Vectorsis S = {[0,1,—1],[1,0,—1],[3,1,1]}

Given set of vectors is Linearly Independent

Problem 4. Write a program to check whether S = {x? + 1,x — 1, x + 1} is linearly independent or not

Program:

Output:

where S € P
v1xh2+1%
v2:x-1%
v3:x+1$%
S:[v1,v2,v3]$
L:makelist(makelist(coeff (S[j], x,i),i,lopow(S,x),hipow(S,x)),j,1,length(S))$
. M:apply('matrix,L)$
72\
Vl.X 2+1$ print("Given set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")
v2:x-1%$ else print("Given set of vectors is Linearly Dependent")$
Given set of Vectors is S= { y - 2
V3:X+1$ . o {x 1,x+1,x +1}
Given set of vectors is Linearly Independent

S:[vi,v2,v3]$
L:makelist(makelist(coeff (S[j], x,i),i,lopow(S,x),hipow(S,x)),j,1,length(S))$
M:apply(‘matrix,L)$

print("Given set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)

else print("Given set of vectors is Linearly Dependent™)$

Given Set of Vectorsis S = {x — 1,x + 1,x? + 1}

Given set of vectors is Linearly Independent
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Problem 5. Write a program to check whether S = {1,1 + x, 1 + x + x2,1 + x + x% + x3} is linearly

independent or not where S € P .

Program: vt

v3:1+x+x423$

Va4 1+x+x2+x03%

v1:1$ Siv1,v2,v3,v41$

L:makelist(makelist(coeff (S[j], x,i),i,lopow(S,x),hipow(S x)),j,1,length(S))$

V2:l+X$ M:apply('matrix,L)$

print("Given set of Vectors is S=", setify(S))$

V3'1+X+XA2$ if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
' else print("Given set of vectors is Linearly Dependent")$

V4:1+X+XA2+XA3$ Given set of Vectors is S= {1 L+ ,x2+x +1 ,x3+x2+x +1 }
Given set of vectors is Linearly Independent

S:[viv2,v3,v4]$

L:makelist(makelist(coeff (S[j], x,i),i,lopow(S,x),hipow(S,x)),j,1,length(S))$

M:apply(‘matrix,L)$

print("Given set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
else print("Given set of vectors is Linearly Dependent™)$
Output:
Given Set of Vectorsis S ={1,x + Lx? +x+ 1, x3 + x?> + x + 1}

Given set of vectors is Linearly Independent

. (1217110 1 4 8N ...

Problem 6. Write a program to check whether § = { Q) 3] , [2 4], 4 12 } is linearly

independent or not where S € R?*?
Program:

g(x):=list_matrix_entries(x)$ e

. v2:matrix([0,11,[2,4])$
v1l:matrix([1,2],[-1,3])$ v3:matrix([4.8] [-4.12])3
S:[v1,v2,v3]3 N
v2:matrix([0,1],[2,4])$ Egigﬁjﬂgﬁﬂ%‘é'engm‘s”5
. int("Gi fV is S=", ify(S)S
V3:matr|X([4,8] 1 ['4112])$ Ffrr"ztrgk(l\:ﬂ\‘;irezzthczS) Tﬁ;ﬂr;r:il("Givseius};(t 0)2 vectors is Linearly Independent”)
) else print("Given set of vectors is Linearly Dependent")$
S.[Vl’VZ,V3]$ Given set of Vectors is S= { ot 2] ( ' 8]]
. . N - 2 4'\-1 3'|-4 12

T. maKEI ISt(g(S[I])’I 'Iength (S))$ Given set of vectors is Linearly Dependent

M:apply(‘matrix,T)$

print("Given set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")

else print("Given set of vectors is Linearly Dependent™)$
Output:

Given Set of Vectorsis S = {((2) D,(_ll g),(:}4 182)}

Given set of vectors is Linearly Dependent
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Problem 7. Write a program to check whether S = { 0 1 _1],[1 _21 1],[1 21

1 2 1 ol'lo 3 _J}islinearly

independent or not where S & R?*3

Program:
g(x):=list_matrix_entries(x)$ 3‘1";ﬁj‘tj;—(ﬂag'j‘]—;”g'fjg;‘f
vL:matrix([1,2,11,[0,3,-1])$ vomati(io L1 2108
. S:[v1,v2,v3]$
v2:matrix([1,-1,1],[1,2,0])$ Timakelist(g(S[11)..length(S))
M;apely:{'matrix,T)S . .
V3:matr|X([0,l,-1],[1,2,1])$ iF:’Hrr:;trsk?M)=length(;\)fth;n printf:Gi,ventl(tSo)g?/ectors is Linearly Independent")
. else print("Given set of vectors is Linearly Dependent")$
S.[V11V2,V3]$ Given set of Vectors is S={ o 1] r 1] (1 2 1]}
T:makelist(g(S[i]),i,length(S))$ 1tz 11 2 of{o s -1
Given set of vectors is Linearly Independent
M:apply(‘matrix,T)$
print("Given set of Vectors is S=", setify(S))$
if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
else print("Given set of vectors is Linearly Dependent™)$
Output:
. e _((01 -1y (1 -1 1 (1 2 1
Given Set of Vectorsis S = {(1 S ),(1 ) O)’(O 3 _1)}
Given set of vectors is Linearly Independent
Exercise:

Write a program to check linear dependence and independence of given set S

1.5 ={(—-1,0,1),(1,0,1),(1,1,0)} € R3 (Answer: Linearly Independent)
2.5=1{(-21,3),(1,2,3),(3,1,0)} € R® (Answer: Linearly Dependent)
3.5=1{(1,-2,5),(2,3,1)} € R3 (Answer: Linearly Independent)
4.5={2,x+13x—1,x*} € P (Answer: Linearly Dependent)
5. S={x*+6x+52x*+4x+3,x>*—2x+1} € P (Answer: Linearly Independent)
6.5 = { _11 ‘g] 1 ?] g ﬂ[g :‘;]}S C R%x2 (Answer: Linearly Dependent)

7.5:{[_11 _32 g][% _31 (1)][41L _22 ﬂ}sg R?*3  (Answer: Linearly Independent)

18




Program 3

Program to find basis and dimension of the subspaces.

Aim: To find basis and dimension of the given subspace of a vector space using
Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
args(M) Converts a matrix M to a nested list
[a1, az,...,am] List of numbers/objects ai, a,...,am.

triangularize (M)

Returns the upper triangular form of the matrix M, as
produced by Gaussian elimination

firstn (expr, count)

Returns the first count arguments of expr

matrix(R1,Rz,...Rm)$

Creates matrix whose rows are R1,Rz,...Rmwhich are lists
of equal length.

list_matrix_entries (M)

Returns a list containing the elements of the matrix M

apply(‘matrix,L)

Converting nested lists L to matrix

rank (M)

Computes the rank of the matrix M.

Constructs a set from the elements of the list A.

setify (A)

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev

(expr, 1=j) is applied to the elements j of the
sequence: i 0,i 0+1,i 0+2,..,with |j| less than or
equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

and

The logical conjunction operator.

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr_O.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

Note:1. Press Shift+Enter for evaluation of commands and display of output.
2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Basis and Dimension of a Vector space: Let V be a vector space over a field F. A subset B =
{v1,v2,...,v,} S V iscalled a basis of V if
i) B is linearly independent and
il) B spans V
Furthermore, the number of vectors in a basis of V is called the dimension of V
Example: 1) The dimension of R™, the vector space of n-tuples of real numbers over R, isn
2) The dimension of R™*™, the vector space of all m x n real matrices over R, is mn
3) The dimension of P,,, the vector space of all polynomials in x of degree at most n with
real coefficients over R,isn+ 1
Basis and Dimension of a Subspace: Let § = {vq, v,, ..., v, } be a subset of vector space V. A basis
for the subspace spanned by S is a linearly independent subset B € S which spans the subspace. If
S itself is linearly independent, then S itself is a basis and its cardinality is the dimension of the
subspace. If S is linearly dependent, then any maximal linearly independent subset of S will be a basis

for the subspace and its cardinality will be the dimension.

Program:

Program to find a basis and the dimension of the subspace spanned by the set S = {v4, v,, v3}

where S € R"

v1: vector 1 of S$

v2: vector 2 of S$

v3: vector 3 of S$

S:[viv2,v3]$

M:triangularize(apply('matrix,S))$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
and print(*'A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent")

and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))
and print("Dimension of subspace L(S) =", rank(M))$

Note: In the above program, 3 vectors are taken in S for illustration. S can contain any
number of vectors.
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Program:

Program to find a basis and the dimension of the subspace spanned by the set S = {v{, v,, v3}

where § € R™*n

g(x):=list_matrix_entries(x)$

f(x):=matrix([x[1],.X[2]],[X[3].X[4]])$

v1: vector 1 of S$

v2: vector 2 of S$

v3: vector 3 of S$

S

[viv2,v3]$

T:makelist(g(S[i]),i,length(S))$

M:triangularize(apply('matrix, T))$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")

and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent™)

and print("A Basis for subspace L(S) is B=",

setify(makelist(f(firstn(args(M),rank(M))[i]),i,1,rank(M))))

and print("Dimension of subspace L(S) =", rank(M))$

Note: In the above program, 3 vectors are taken in S for illustration. S can contain any

number of vectors.
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Worked Examples:

Problem 1. Write a program to find a basis and the dimension of the subspace spanned by the set

S ={(1,2,3),(3,1,0),(-2,1,3)} € R3

Program:
vi:[1,2,3]$
v2:[3,1,0]%
v3:[-2,1,3]$
S:[vi,v2,v3]$
M:triangularize(apply('matrix,S))$
print("Given Set of Vectors is S=", setify(S))$

v1:[1,2,3]$

v2:[3,1,01$

v3:[-2,1,3]%

S:[v1,v2,v3]$

M:triangularize(apply('matrix,S))$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")
and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent”)

and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))
and print("Dimension of subspace L(S) =", rank(M))$

Given Set of Vectors is S= {[-2,1,3],[1,2,3],[3,1,01}
Given set of vectors is Linearly Dependent

A Basis for subspace L(S) is B= {[0,5,9],[3,1,0]}
Dimension of subspace L(S) = 2

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)

and print("A Basis for subspace L(S) is B=", setify(S))
and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent")

and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))

and print("Dimension of subspace L(S) =", rank(M))$

Output:

Given Set of Vectorsis S = {[—2,1,3],[1,2,3],[3,1,0]}

Given set of vectors is Linearly Dependent

A Basis for subspace L(S) is B = {[0,5,9], [3,1,0]}

Dimension of subspace L(S) = 2

Problem 2. Write a program to find a basis and the dimension of the subspace spanned by the set
S ={(1,1,24),(2,—1,-5,2),(1,—-1,-4,0),(2,1,1,6)} € R*

Program:
v1:[1,1,2,4]$
v2:[2,-1,-5,2]%
v3:[1,-1,-4,0]$
v4:[2,1,1,6]$
S:[vli,v2,v3,v4]$
M:triangularize(apply('matrix,S))$
print("Given Set of Vectors is S=", setify(S))$

v1:[1,1,2,4]$

v2:[2,-1,-5,2]$

v3:[1,-1,-4,0]$

v4:[2,1,1,6]$

S:[v1,v2,v3,v4]5

M:triangularize(apply('matrix,S))$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent")

and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))
and print("Dimension of subspace L(S) =", rank(M))3$

Given Set of Vectors is S= {[1,-1,-4,0],[1,1,2,4],[2,-1,-5,2],[2,1,1,6]}
Given set of vectors is Linearly Dependent

A Basis for subspace L(S) is B= {[0,1,3,2],[1,-1,-4,0]}

Dimension of subspace L(S) = 2

22




if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")
and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent"™)
and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))
and print("Dimension of subspace L(S) =", rank(M))$

Output:

Given Set of Vectorsis S = {[1,—1,—-4,0],[1,1,2,4],[2,—-1,-5,2],[2,1,1,6]}

Given set of vectors is Linearly Dependent

A Basis for subspace L(S) is B = {[0,1,3,2],[1,—1,—4,0]}

Dimension of subspace L(S) = 2

Problem 3. Write a program to find a basis and the dimension of the subspace spanned by the set

S ={(1,2,0),(1,1,1),(2,0,1)} € R?

Program:

v1:[1,2,0]$

v2:[1,1,1]$

v3:[2,0,1]$

S:[vi,v2,v3]$

M:triangularize(apply('matrix,S))$

print("Given Set of Vectors is S=", setify(S))$

v1:[1,2,0]$

v2:[1,1,1]1%

v3:[2,0,1]%

S:[v1,v2,v3]$

M:triangularize(apply('matrix,S))$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent")
and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent”)

and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))
and print("Dimension of subspace L(S) =", rank(M))$

Given Set of Vectors is S= {[1,1,1],[1,2,0],[2,0,1]}
Given set of vectors is Linearly Independent

A Basis for subspace L(S) is B= {[1,1,1],[1,2,0],[2,0,1]}
Dimension of subspace L(S) = 3

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent")
and print("A Basis for subspace L(S) is B=", setify(firstn(args(M),rank(M))))
and print("Dimension of subspace L(S) =", rank(M))$

Output:

Given Set of Vectorsis S = {[1,1,1],[1,2,0],[2,0,1]}

Given set of vectors is Linearly Independent

A Basis for subspace L(S) is B = {[1,1,1],[1,2,0],[2,0,1]}

Dimension of subspace L(S) =3
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Problem 4. Write a program to find a basis and the dimension of the subspace spanned by the set

=y S DA T e

Program:

g(x):=list_matrix_entries(x)$
f(x):=matrix([x[1].x[2]],[X[3].x[4]1])$
vi:matrix([1,-5],[-4,2])$
v2:matrix([1,1],[-1,5])$
v3:matrix([2,-4],[-5,7])$
va:matrix([1,-7],[-5,1])$
S:[v1,v2,v3,v4]$
T:makelist(g(S[i]).i.length(S))$

M:triangularize(apply('matrix,T))$

g(x):=list_matrix_entries(x)$

f(x):=matrix([x[11,x[2]],[x[3],x[4]])$

v1:matrix([1,-5],[-4,2])$

v2:matrix([1,1],[-1,5])$

v3:matrix([2,-4],[-5,7])$

véd:matrix([1,-7],[-5,1])$

S:[v1,v2,v3,v4]3

T:makelist(g(S[i]),i,length(S))$

M:triangularize(apply('matrix,T))$

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent")

and print("A Basis for subspace L(S) is B=", setify(makelist(f(firstn(args(M),rank(M))[i]).i,1,rank(M))))
and print("Dimension of subspace L(S) =", rank(M))$

LI

Given set of vectors is Linearly Dependent

o

1 -7
Given Set of Vectors is S= { s

-5 1

06

A Basis for subspace L(S) is B= {

33

Dimension of subspace L(S) = 2

print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors 1s Linearly Independent™)

and print("A Basis for subspace L(S) is B=", setify(S))

and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent™)

and print("A Basis for subspace L(S) is B=", setify(makelist(f(firstn(args(M),rank(M))[i]),i,1,rank(M))))

and print("Dimension of subspace L(S) =", rank(M))$

Output:

Given Set of Vectorsis S = {[_15 _17] [_14 _25][_11 é][_zs _74]}

Given set of vectors is Linearly Dependent

A Basis for subspace L(S) is B = {[g g] ) [_14 _25]}

Dimension of subspace L(S) = 2
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Problem 5. Write a program to find a basis and the dimension of the subspace spanned by the set
1 -2 511 -1 112 -3 6 2%3
= C
s={5 5 ol 5 o[l % aller
Program:

g(x):=list_matrix_entries(x)$

f(x):=matrix([x[1],x[2],x[31],[x[4].X[5].x[6]1])$

g(x):=list_matrix_entries(x)$

. - f(x):=matrix([x[1],x[2],x[31],[x[4],x[5],x[6]])S
vl:matrix([1,-2,5],[-1,3,2])$ v matrix([1,-2,5],[-1,3,2])
v2:matrix([1,-1,1],[2,3,0])$
R v3:matrix([2,-3,6],[1,6,2])$
v2:matrix([1,-1,1],[2,3,0])$ Siv1,v2,v3ls
T:makelist(g(S[i]).i,length(S))$
M:triangularize(apply('matrix, T))$
V3: matriX([Z,'B,G],[1,6,2])$ print("Given Set of Vectors is S=", setify(S))$

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent”)
and print("A Basis for subspace L(S) is B=", setify(S))

. and print("Dimension of subspace L(S) =", rank(M))
S- [V1;V21V3]$ else print("Given set of vectors is Linearly Dependent”)
and print("Dimension of subspace L(S) =", rank(M))$
1. -25 2 -3 8
-1 3 2f 116 2

M :triangu|ariZE(app|y('matriX,T))$ Given set of vectors is Linearly Dependent

0 -1 4|1 -1 1
-3 0 2/2 3 0

T:makelist(g(S[i]),i,length(S))$ o
Given Set of Vectors is S= {

2 30

A Basis for subspace L(S) is B= {

print("Given Set of Vectors is S=", setify(S))$

Dimension of subspace L(S) = 2

and print("A Basis for subspace L(S) is B=", setify(makelist(f(firstn(args(M),rank(M))[i]),i,1,rank(M))))

if rank(M)=length(S) then print("Given set of vectors is Linearly Independent™)
and print("A Basis for subspace L(S) is B=", setify(S))
and print("Dimension of subspace L(S) =", rank(M))

else print("Given set of vectors is Linearly Dependent")

and print("A Basis for subspace L(S) is B=", setify(makelist(f(firstn(args(M),rank(M))[i]),i,1,rank(M))))

and print("Dimension of subspace L(S) =", rank(M))$

Output:

GivenSetofVectorsisSz{[_11 _32 g],[é _31 é]’[i _63 S]}

Given set of vectors is Linearly Dependent

A Basis for subspace L(S) is B = {[_03 _01 ;}] ) B _31 (1)]}

Dimension of subspace L(S) = 2
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Exercise:

Write a program to find a basis and the dimension of the subspace spanned by the set S
1.5 ={(2,4,2),(1,—-1,0),(1,2,1),(0,3,1)} € R3
(Answer: B={(0,6,2), (1,—1,0)}, dim L(S)=2)
2.5 =1{(1,1,1),(1,0,1),(1,0,0),(0,0,1)} € R3
(Answer: B={(0,0,1),(0,1,1), (0,0,1)}, dim L(S)=3)
3.5 ={(1,1),(1,-1)} S R?

(Answer: B={(1,1), (1,—1)}, dim L(S)=2)

s I B e v

oser <[00 .13 &) amuses
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Program 4

Program to verify if a function is a linear transformation or not.

Aim: To verify if the given function is a linear transformation or not from a vector

space to a vector space, using Mathematics Softwares (FOSS).

Software: Maxima

Key Function
The operator . represents noncommutative multiplication
. (dot) and scalar product. It is used for usual multiplication of

matrices.

* (asterisk)

The operator * represents commutative multiplication

AN

Exponentiation operator or power or index

[al, az,.. .,am]

List of numbers/objects ai, a,...,am.

Li]

Returns i-th element of the list L

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev

(expr, 1=j) is applied to the elements j of the
sequence: i 0,i O0+1,i 0+ 2, ..., with |j| less than or
equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

and

The logical conjunction operator.

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr_0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

assoc (key, e)

assoc searches for key as the first part of an argument of e
and returns the second part of the first match, if any.

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Linear Transformation from a vector space to a vector space: Let U and V be two vector spaces

over the same field F. A mapping or function T: U — V is called a linear transformation if
T(au;+ Buy)=aT(uy) +BT(u) Vu,u, € Uanda,B €F

A linear transformation is also called a linear mapping. It is a mapping between two vector spaces

that preserves the operations of vector addition and scalar multiplication.

To verify whether given function T is a linear transformation or not, just verify that
T(auy+ Puy)and a T(uy) + B T(uy) are equal. If these are not equal, then T is not a linear

transformation.
Program:

Program to verify whether given function T: R™ — R™ is a linear transformation or not.
T(x):=define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$
Y:[p,a,r]$
LHS:radcan(T(a*X+b*Y))$
RHS:radcan(a*T(X)+b*T(Y))$
print("Given function isT(x,y,z)=", T(X))$
print("T(aX+bY)=",LHS)$
print("aT(X)+bT(Y)=",RHS)$
iIf LHS=RHS then print("Given function is a Linear transformation™)
else print("Given function is not a linear transformation™)$

Note: In the above program X:[x,y,z], Y:[p,q,r] is taken for illustration. Take X, Y
according to given domain of T.
1. For R™ = R?, take X:[x,y], Y:[p.q]
2. For R™ = R3, take X:[x,y,z], Y:[p.q.r]
3. For R™ = R*, take X:[w,x,y,z], Y:[p,q,r,s] etc.
Examples for defining function:

1. fT(x,y,z) = (2x + 3y — z,5z — y), then define

T(x):= [2*x[1] + 3 *x[2] — x[3],5 * x[3] — x[2] ]
2.1fT(x,y) = (y — x,y,x + y), then define

T(x):= [x[2] —x[1], x[2], x[1] + x[2] ] etc.
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Worked Examples:

Problem 1. Write a program to verify whether T: R3 — R? defined by T'(x,vy,2) = (x + y,y + 2)

is a linear transformation or not.

Program:
T(X):=[x[1]+x[2].X[2]+X[3]]$
X:[xy,z]$

Y:[p,q.r]$
LHS:radcan(T(a*X+b*Y))$

RHS:radcan(@*T(X)+b*T(Y))$
print("Given function isT(x,y,z)=", T(X))$

print("T(aX+bY)=",LHS)$
print("aT(X)+bT(Y)=",RHS)$

TO):=[x[1]+x[2],x[2]+x[3]]S

X:[xy,z]$

Yip.q.1]$

LHS:radcan(T(a-X+b-Y))$

RHS:radcan(a-T(X)+b-T(Y))$

print("Given function isT(x,y,z)=", T(X))$

print("T(aX+bY)=",LHS)S

print("aT(X)+bT(Y)=",RHS)3

if LHS=RHS then print("Given function is a Linear transformation")
else print("Given function is not a linear transformation")$

Given function isT(x,y,z)= [y +x,z+y]

T(aX+bY)= [ay+ax+bq+bp,az+ay+br+bq]
al(X)+bT(Y)= [ay+ax+bq+bp,az+ay+br+bq]
Given function is a Linear transformation

if LHS=RHS then print("Given function is a Linear transformation")

else print("Given function is not a linear transformation™)$

Output:

Given function isT(x,y,z) = [y + x,z + Y]

T(aX 4+ bY) = [ay + ax + bq + bp,az + ay + br + bq]

aT(X) + bT(Y) = [ay + ax + bg + bp,az + ay + br + bq]

Given function is a Linear transformation

Problem 2. Write a program to verify whether T: R3 — R3 defined by

T(x,y,z) =(x+y—2z2x—y, y+ 2z) is a linear transformation or not.

Program:

T(X):=[X[1]+x[2]-X[3],2*x[1]-X[2] . X[2]+2*X[3]]$

X:[x,y,z]$

Y:[p,a.r1$

LHS:radcan(T(a*X+b*Y))$
RHS:radcan(a*T(X)+b*T(Y))$
print("Given function isT(x,y,z)=", T(X))$
print("T(aX+bY)=",LHS)$
print("aT(X)+bT(Y)=",RHS)$

T):=[x[1]+x[2]-x[3],2-x[1]-x[2] x[2]+2-x[3]]S

X:[x,v,z]$

Y:[p,a.r1$

LHS:radcan(T(a-X+b-Y))$

RHS:radcan(a-T(X)+b-T(Y))$

print("Given function isT(x,y,z)=", T(X))$

print("T(aX+bY)=",LHS)$

print("aT(X)+bT(Y)=",RHS)$

if LHS=RHS then print("Given function is a Linear transformation”)
else print("Given function is not a linear transformation)$

Given function isT(x,y,z)= [~z+y+x,2x-y,2z+y]

T(aX+bY)= [~raz+ay+ax-br+bg+bp,—ay+2ax-bq+2bp.,2az+ay+2br+bq]
aT(X)+bT(Y)= [~az+ay+ax-br+bqg+bp,—ay+2ax-bqg+2bp,2az+ay+2br+bhq]
Given function is a Linear transformation

if LHS=RHS then print("Given function is a Linear transformation™)

else print("Given function is not a linear transformation")$
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Output:

Given functionisT(x,y,z) =[—z+y+x,2x —y,2z + Y]

T(aX +bY) =[—az+ay +ax — br + bq + bp,—ay + 2ax — bq + 2bp, 2az + ay + 2br + bq]
aT(X) + bT(Y) = [—az + ay + ax — br + bq + bp, —ay + 2ax — bq + 2bp,2az + ay + 2br + bq]

Given function is a Linear transformation

Problem 3. Write a program to verify whether T: R — R defined by T(x,y,z) = ax + By + yz
for a fixed (a, B, y) is a linear transformation or not.

Program:
TX):=o*x[1]+B*x[2]+y*x[3]$
X:[x,y,z]$
Y:[p,q.r]$
LHS:radcan(T(a*X+b*Y))$
RHS:radcan(a*T(X)+b*T(Y))$

print("Given function isT(x,y,z)=", T(X))$

print("T(aX+bY)=",LHS)$
print("aT(X)+bT(Y)=",RHS)$

T(x):=a-x[1]+B-x[2]+y-x[3]S

X:[x,y.z]$

Y:[p,q.rls

LHS:radcan(T(a-X+b-Y))$

RHS:radcan(a-T(X)+b-T(Y))$

print("Given function isT(x,y,z)=", T(X))$

print("T(aX+bY)=",LHS)$

print("aT(X)+bT(Y)=",RHS)$

if LHS=RHS then print("Given function is a Linear transformation")
else print("Given function is not a linear transformation")$

Given function isT(x,y,z)= zy+y B+x a

T(aX+bY)= (az+br)y+(ay+bq)B+(ax+bp)a
aT(X)+bT(Y)= (az+br)y+(ay+bqg)B+(ax+bp)a
Given function is a Linear transformation

if LHS=RHS then print("Given function is a Linear transformation")

else print("Given function is not a linear transformation')$

Output:

Given functionisT(x,y,z) = zy + yf + xa

T(aX +bY) = (az + br)y + (ay + bq)f + (ax + bp)«a
aT(X) + bT(Y) = (az + br)y + (ay + bq)p + (ax + bp)«

Given function is a Linear transformation

Problem 4. Write a program to verify whether T: R — R3 defined by T(x) = [x, x?,x%] is a linear

transformation or not.
Program:

T(x):=[x,x"2,x"3]$
LHS:radcan(T(a*x+b*y))$
RHS:radcan(a*T(x)+b*T(y))$

print("Given function isT(x)=", T(x))$

print("T(ax+by)=",LHS)$
print("aT(x)+bT(y)=",RHS)$

T(x):=[x,x"2,x"3]%

LHS:radcan(T(a-x+b-y))$

RHS:radcan(a-T(x)+b-T(y))$

print("Given function isT(x)=", T(x))$

print("T(ax+by)=",LHS)$

print("aT(x)+bT(y)=",RHS)$

if LHS=RHS then print("Given function is a Linear transformation”)
else print("Given function is not a linear transformation”)$

Given function isT(x)= [x ,ngxa }
2 2 2 2 3 3 2 2 2 2 3 3
T(5X+bY)=[by+ax,b y +2abxy+a x ,b y +3ab xy +3a bx y+a x ]

aT()+bT()= [ yrax by +ax by +ax’]
Given function is not a linear transformation

if LHS=RHS then print("Given function is a Linear transformation")

else print("Given function is not a linear transformation")$
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Output:

Given function is T(x) = [x, x?, x3]
T(aX + bY) = [by + ax, b?y? + 2abxy + a’x?,b3y3 + 3ab?*xy? + 3a’bx?y + a3x3]
aT(X) + bT(Y) = [by + ax, by? + ax?,by3 + ax3]

Given function is not a linear transformation

Problem 5. Write a program to verify whether T: R* — R* defined by T'(w, x,y,z) = [0,x,, z] is

Program:

Output:

a linear transformation or not.

T(x):=[0,x[2],x[3], x[41]$

T(x):=[0,x[2],X[3].x[4]]$ X:w,xy, 2]
Y:p.q,r,s]$
. LHS:radcan(T(a-X+b-Y))$
X [W,X,y,Z]$ RHS:radcan(a-T(X)+b-T(Y))$
. print("Given function isT(w,x,y,z)=", T(X))$
Y:[p.q.r.s]$ prnt("T(aX+bY)=",LHS)$
print("aT(X)+bT(Y)=",RHS)$
LHS:radcan(T(a*X+b*Y))$ if LHS=RHS then print("Given function is a Linear transformation”)
else print("Given function is not a linear transformation")$
RHS:radcan (a*T(X)+b*T(Y))$ Given function isT(w,x,y,z)= [0,x,y,z]

. . . . T(aX+bY)= [0,ax+bq,ay+br,az+bs]
print("Given function isT(w,X,y,2)=", T(X))$ | arpx+b7(v)= [0,ax+bg.ay+br.az+bs]

pl"i nt("T(aX+bY):", LHS)$ Given function is a Linear transformation

print("aT(X)+bT(Y)=",RHS)$
if LHS=RHS then print("Given function is a Linear transformation")

else print("Given function is not a linear transformation')$

Given functionis T(w,x,y,z) = [0,x,y, Z]
T(aX + bY) =[0,ax + bg,ay + br,az + bs]
aT(X) + bT(Y) = [0,ax + bq,ay + br,az + bs]

Given function is a Linear transformation

Problem 6. Write a program to verify whether T: R? — R? defined by

Program:

T(x,y) = [x cos(8) — ysin(@), x sin(0) + y cos(0)] is a linear transformation or not.

T(x):=[x[1]*cos(0)-x[2]*sin(0),x[ 1]*sin(0)+x[2]*cos(0)]$
X:[x.y]$

Y:[p,q]$

LHS:radcan(T(a*X+b*Y))$
RHS:radcan(a*T(X)+b*T(Y))$

print("Given function isT(x,y)=", T(X))$
print("T(aX+bY)=",LHS)$
print("aT(X)+bT(Y)=",RHS)$
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Output:

if LHS=RHS then print("Given function is a Linear transformation")

else print("Given function is not a linear transformation™)$

Given function is T(x,y) = [x cos(6) — y sin(0),x sin(8) + y cos(6)]
T(aX + bY) = [(—ay — bq) sin(8) + (ax + bp) cos(8), (ax + bp) sin(0) + (ay + bq) cos(0)]
aT(X) + bT(Y) = [(—ay — bq) sin(0) + (ax + bp) cos(8), (ax + bp) sin(8) + (ay + bq) cos(6)]

Given function is a Linear transformation

Exercise:

T(x):=[x[1]-cos(B)—x[2]-sin(B),x[1]-sin(B)+x[2]-cos(B)]$

Xx,yls

Yi[p.al$

LHS:radcan(T(a-X+b-Y))$

RHS:radcan(a-T(X)+b-T(Y))$

print("Given function isT(x,y)=", T(X))$

print("T(aX+bY)=",LHS)$

print("aT(X)+bT(Y)=",RHS)$

if LHS=RHS then print("Given function is a Linear transformation")
else print("Given function is not a linear transformation")$

Given function isT(x,y)= [x cos(8)—y sin(8),x sin(8)+y cos(8)]

Given function is a Linear transformation

T(aX+bY)= [(-ay-bg)sin(8)+(ax+bp)cos(8),(ax+bp)sin(8)+(ay+bg)cos(8)]
aT(X)+bT(Y)=[(-ay-bq)sin(8)+(ax+bp)cos(8),(ax+bp)sin(B)+(ay+bq)cos(8)]

Write a program to verify whether given function is a linear transformation or not.

1. T:R® — R defined by T(x,y,2z) =y (Answer:
2. T: R?> — R? defined by T(x,y) = (x,—y) (Answer:
3.T:R® — R3 defined by T(x,y,2) = (x,y,2) (Answer:
4.T:R® — R? defined by T(x,v,2) = (x +y,y + 2) (Answer:
5.T:R® — R3 definedby T(x,y,2) = (x+y+zx+y+z,x+y+2)
(Answer:
6. T: R® — R? defined by T(x,y,z) = (0,0) (Answer:
7.T:R*> — R? defined by T(x,y) = (x + 1,y + 2) (Answer:
8. T: R3 — R? defined by T(x,y,2) = (xy,yz) (Answer:
9. T: R? — R3 defined by T(x,y) = (x,y,5) (Answer:
10. T: R® — R? defined by T(x,v,2z) = (x + y,0) (Answer:

linear transformation)
linear transformation)
linear transformation)

linear transformation)

linear transformation)
linear transformation)
not a linear transformation)
not a linear transformation)
not a linear transformation)

linear transformation
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Program 5

Program to find the matrix of linear transformation.

Softwares (FOSS).

Software: Maxima

Aim: To find the matrix of given linear transformation with respect to given bases using Mathematics

Key Function
The operator . represents noncommutative multiplication
. (dot) and scalar product. It is used for usual multiplication of

matrices.

* (asterisk)

The operator * represents commutative multiplication

AN

Exponentiation operator or power or index

[a1, az,.. .,am]

List of numbers/objects ai, a,...,am.

Li]

Returns i-th element of the list L

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev

(expr, 1=j) is applied to the elements j of the
sequence: i 0,i 0+1,i 0+2,..,with |j| less than or
equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr_0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals.

linsolve (A,B)

Solves the list of simultaneous linear equations for the list
A of variables in list B. The expressions must each be
polynomials in the variables and may be equations.

transpose (M)

Returns the transpose of M.

assoc (key, e)

assoc searches for key as the first part of an argument of e
and returns the second part of the first match, if any.

apply('matrix,L)

Converting nested lists L to matrix

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:
Matrix of a Linear Transformation: Let T: U — V be a linear transformation where U is a vector space
of dimension n and V is a vector space of dimension m . Further, let B; = {eq, €, ....,e,} and B, =
{f1,f2, -, fm} be ordered bases of U and V respectively. Then we have,

T(eq) = ay1f1+ apafr +agzfs + . taynfm

T(ez) = az1f1+ axfr+axpfs+ ... +tanfm

T(en) = an1f1+ naf2 + ay3fs + . tapmfm
These n equations form an m X n matrix which is transpose of coefficient matrix. In other words,

an m X n matrix whose j-th column is the coefficients of j-th equation. This matrix is called the

matrix of linear transformation T and is denoted by [T]. Thus,

a;1 dpp Am1

A2 Gz -.. (m2
[T] = : : . :

Um Aom -+ Qpm

Program:

Program to find the matrix of linear transformation T: R™ — R™ with respect to standard bases

B1 = {eq,eq,....,ex}and B2 = {f1,f2, -, fm}
T(x):= define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$
A: ordered standard basis of domain$
B: ordered standard basis of co-domain$
L:makelist(T(A[i]),i,1,length(A))$
M:transpose(apply(‘matrix,L))$
print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Basis of domain is B1=",A)$
print("Basis of co-domain is B2=",B)$
print("The Matrix of T w.r.t. given bases is [T]=",M)$

Note: Take X according to domain and standard basis A of domain and B of codomain as:
1. X:[x,y] if domain is R* and A or B:[[1,0],[0,1]] for domain/codomain R?

2. X:[x,y,z] if domain is R® and A or B: [[1,0,0],[0,1,0],[0,0,1]] for domain/codomain R3
3. X:[w,x,y,z] if domain is R* and A or B:[[1,0,0,0],[0,1,0,0],[0,0,1,0],[0,0,0,1] for

domain/codomain R* so on.
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Program to find the matrix of linear transformation T: R™ — R™ with respect to any bases
Bl == {al, q,..., an} and BZ == {bll bz, e ay bm}

T(x):= define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$

A: ordered list of given basis of domain$

B: ordered list of given basis of co-domain$

a:[a,p]$

K:makelist(linsolve(B.a-T(A[i]),a),i,1,length(A))$
L:makelist(makelist(assoc(a[i],K[j]).i,1,length(a)),j,1,length(A))$
M:transpose(apply(‘matrix,L))$

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)$

print("'Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Note: 1. X:[X,y,z] and a:[o,B] is taken for illustration. Take X and a according to

domain and codomain as:

1. X:[x,y] if domain is R?, a:[a,B] if co-domain is R?
2. X:[x,y,z] if domain is R3, a:[a.B ,y] if co-domain is R3
3. X:[w,x,y,z] if domain is R*, a:[a,p ,y, 8] if co-domain is R* and so on.

Worked Examples:

Problem 1. Write a program to find the matrix of linear transformation T: R®> — R? defined by

Program:

T(x,y,z) = (x +y, y+ z) with respect to standard bases.

T(x):=[x[1]+x[2].x[2]+x[3]]$
X:[xy,z]$
A:[[1,0,0],[0,1,0],[0,0,1]]%
B:[[1,0],[0,1]]%
L:makelist(T(A[i]),i,1,length(A))$
M:transpose(apply(‘matrix,L))$

print("Given Linear Transformation is T(x,y,z)=",T(X))$

print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)$
print("The Matrix of T w.r.t. given bases is [T]=",M)$

T(x):=[x[1]+x[2],x[2]+x[3]]S

X:[x,y,z]$

A:[[1,0,01,[0,1,0],[0,0,11]1$

B:[[1,01,[0,111

L:makelist(T(A[i]).i,1,length(A))S
M:transpose(apply('matrix,L))S

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Basis of domain is B1=",A)%

print("Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Given Linear Transformation is T(x,y,z)= [y +x,z+y]
Basis of domain is B1= [[1,0,0],[0,1,0],[0,0,1]]
Basis of co-domain is B2= [[1,0],[0,1]]

110
The Matrix of T w.r.t. given bases is [T]= (0 ; 1]
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Output:
Given Linear Transformation is T(x,y,z) = [y + x,z + V]
Basis of domainis B1 = [[1,0,0],[0,1,0],[0,0,1]]
Basis of co —domain is B2 = [[1,0],[0,1]]

The Matrix of T w.r.t. given bases is [T] = (1 ! O)

01 1

Problem 2. Write a program to find the matrix of linear transformation T: R? — R3 defined by

T(x,y) = (2y — x,y,3y — 3x) with respect to standard bases.
Program:

T(x):=[2*x[2]-x[1],x[2],3*X[2]-3*x[1]]$

X:[x,y]$

A:[[1,0],[0,1]1%

B:[[1,0,0],[0,1,0],[0,0,1]]%

L:makelist(T(A[i]).i,1,length(A))$

M:transpose(apply(‘matrix,L))$

print("Given Linear Transformation is T(X,y)=",T(X))$

print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)$

print("The Matrix T w.r.t. given bases is [T]=",M)$
Output:

Given Linear Transformation is T(x,y) = [2y — x,y,3y — 3x]

Basis of domain is B1 = [[1,0],[0,1]]

Basis of co — domain is B2 = [[1,0,0],[0,1,0],[0,0,1]]

-1 2
The Matrix of T w.r.t. given bases is [T] = ( 0 1)
-3 3

T(x):=[2-x[2]-x[1],x[2],3-x[2]-3-x[1]]$

X:[x,y]$

A:[1,01,[0,1]1%

B:[[1,0,0],[0,1,0],[0,0,11]%
L:makelist(T(A[i]),i,1,length(A))S
M:transpose(apply('matrix,L))3

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)S

print("Basis of co-domain is B2=",B)3

print("The Matrix T w.r.t. given bases is [T]=",M)$

Given Linear Transformation is T(x,y)= [2y—Xx,y,3 ¥y ~3X]
Basis of domain is B1= [[1,0],[0,1]]
Basis of co-domain is B2= [[1,0,0],[0,1,0],[0,0,1]]

-1 2
0 1
-3 3

The Matrix T w.r.t. given bases is [T]=
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Problem 3. Write a program to find the matrix of linear transformation T: R? — R? defined by
T(x,y) = (xcos(0) —ysin(0),xsin(0) + y cos(0)) with respect to standard bases.

Program:

T(x):=[x[1]*cos(0)-x[2]*sin(0), x[1]*sin(0)+x[2]*cos(0)]$

X:[x,y]$

A:[[1,0],[0,1]]%

B:[[1,0],[0,1]]$

L:makelist(T(A[i]),i,1,length(A))$
M:transpose(apply(‘matrix,L))$

print("Given Linear Transformation is T(X,y)=",T(X))$
print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)$
print("The Matrix T w.r.t. given bases is [T]=",M)$

Output:

The Matrix T w.r.t. given bases is [T]= [

T(x):=[x[1]-cos(B)-x[2] sin(B), x[1]'sin(B)+x[2] cos(6)]S
Xx,yl$

A[1,01,[0,1]1%

B:[[1,0L[0,1]1$

L:makelist(T(A[i]).i,1,length(A))S
M:transpose(apply('matrix,L))S

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)3

print("The Matrix T w.r.t. given bases is [T]=",M)3$

Given Linear Transformation is T(x,y)= [x cos(6)-y sin(8),x sin(8)+y cos(8)]
Basis of domain is B1= [[1,0],[0,1]]
Basis of co-domain is B2= [[1,0],[0,1]]

cos(f) -sin(@)
sin(8) cos(8)

Given Linear Transformation is T(x,y) = [x cos(6) — y sin(0),x sin(8) + y cos(0)]

Basis of domain is B1 = [[1,0],[0,1]]

Basis of co —domain is B2 = [[1,0],[0,1]]

The Matrix of T w.r.t. given bases is [T|]

(cos(@)

—sin(0)
sin(8) )

cos(60)

Problem 4. Write a program to find the matrix of linear transformation T: R®> — R? defined by
T(x,y,z) = (x+2y—2zy+zx+y— 2z) with respect to standard bases.

Program:

T(X):=[x[1]+2*x[2]-X[3], X[2]+X[3], X[1]+X[2]-2*x[3]]$
X:[xy,z]$

A:[[1,0,01,[0,1,01,[0,0,1]1$

B:[[1,0,0],[0,1,0],[0,0,1]]%
L:makelist(T(A[i]),i,1,length(A))$
M:transpose(apply('matrix,L))$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)$

print("The Matrix T w.r.t. given bases is [T]=",M)$

T(x):=[x[1]+2-x[2]-x[3], x[2]+x[3], x[1]+x[2]-2-x[3]]S
X:[x,y,z]$

A:[[1,0,0],[0,1,01,[0,0,111$

B:[[1,0,01.[0,1,0],[0,0,1]]%
L:makelist(T(A[i]),i,1,length(A))$
M:transpose(apply('matrix,L))$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Basis of domain is B1=",A)S

print("Basis of co-domain is B2=",B)3

print("The Matrix T w.r.t. given bases is [T]=",M)3$

Given Linear Transformation is T(x,y,z)= [~z+2 y+x ,z+y ,=2 z+y +x]
Basis of domain is B1= [[1,0,0],[0,1,0],[0,0,1]]
Basis of co-domain is B2= [[1,0,0],[0,1,0],[0,0,1]]

12 -1
01 1
11 -2

The Matrix T w.r.t. given bases is [T]=
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Output:
Given Linear TransformationisT(x,y) = [-z+ 2y +x,z+y,—2z +y + x]
Basis of domainis B1 = [[1,0,0],[0,1,0],[0,0,1]]
Basis of co —domain is B2 = [[1,0,0],[0,1,0],[0,0,1]]

1 2 -1
The Matrix of T w.r.t. given bases is [T] = (0 1 1 )
1 1 -2

Problem 5. Write a program to find the matrix of linear transformation T: R? — R3 defined by

T(x,y) = (2y — x,y,3y — 3x) with respect to ordered bases of domain and co-domain

B1={(1,1),(-1,1)}and B2 = {(1,1,1),(1,—1,1), (0,0, 1)}, respectively.

Program:
T(X):=[2*x[2]-x[1],x[2],3*X[2]-3*X[1]]$ O BT LA
X:[X,y]$ X[x,y1$

AM1,1L-1,100%
B:[[1,1,1]1,[1,-1,1]1,[0,0,111%
a:[a,B,y]$

A:[1,1],[-1,101%

K:makelist(linsolve(B.a-T(A[i]),a),i,1,length(A))$

B:[[1,1,1],[1,-1,1],[0,0,1]]$

a:[o,B,y]$
K:makelist(linsolve(B.a-T(A[i]),a),i,1,length(A))$

L:makelist(makelist(assoc(a[i]l,K[j]).i,1,length(a)),j,1,length(A))S
M:transpose(apply('matrix,L))$

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)%

print("Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Given Linear Transformation is T(x.y)= [2y—Xx,y,3y-3x]

L:makelist(makelist(assoc(a[i],K[j]),i,1,length(a)),j,1,length(A))$
M:transpose(apply(‘matrix,L))$

Basis of domain is B1= [[1,1],[-1,1]]

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)$

The Matrix of T w.r.t. given bases is [T]=

1 2
0 1
-1 3

Basis of co-domain is B2= [[1,1,1],[1,-1,1],[0,0,1]]

|

print("Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Output:
Given Linear Transformation is T(x,y) = [2y — x,y,3y — 3x]
Basis of domain is B1 = [[1,1],[—1,1]]
Basis of co —domain is B2 = [[1,1,1],[1,—1,1],[0,0,1]]

1

2
The Matrix of T w.r.t. given bases is [T] = ( 0 1)
-1 3

Problem 6. Write a program to find the matrix of linear transformation T: R? — R? defined by

T(x,y) = (x + 4y,2x — 3y) with respect to ordered bases of domain and co-domain

B1 ={(1,0),(0,1)} and B2 = {(1, 3), (2, 5)}, respectively.
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Program:

Output:

T(X):=[x[1]+4*x[2],2*x[1]-3*x[2]]$

X:[x.y]$

A:[[1,0],[0,1]]%

B:[[1,3].[2,5]]%

a:[a,p]$
K:makelist(linsolve(B.a-T(A[i]),a),i,1,length(A))$
L:makelist(makelist(assoc(a[i],K[j]).i,1,length(a)),j,1,length(A))$
M:transpose(apply('matrix,L))$

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Given Linear Transformationis T(x,y) = [4y + x,2x — 3y]
Basis of domainis B1 = [[1,0],[0,1]]
Basis of co — domain is B2 = [[1,3],[2,5]]

The Matrix of T w.r.t. given bases is [T] = <_1 _26)

1 15

Tx):=[x[1]+4-x[2],2-x[1]-3-x[2]]$

Xi[x,y]$

A:l1,01,[0,111%

B:[[1,3],[2,5011%

a:[a,Bl$
K:makelist(linsolve(B.a-T(A[i]),a),i,1,length(A))$
L:makelist(makelist(assoc(a[i],K[j1),i,1,length(a)).j,1,length(A))S
M:transpose(apply('matrix,L))$

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)3

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Given Linear Transformation is T(x,y)= [4 y +x,2x -3 ¥]
Basis of domain is B1= [[1,0],[0,1]]
Basis of co—domain is B2= [[1,3],[2,5]]

-1 -26
The Matrix of T w.r.t. given bases is [T]= [ ]
1 15

Problem 7. Write a program to find the matrix of linear transformation T: R* — R3 defined by

Tw,x,y,z) = (w+x +2y+3z,w+ x —z,w+ 2x) with respect to ordered bases
of domain and co-domain B1 = {(1,1,1,2),(1,-1,0,0),(0,0,1,1),(0,1,0,0)} and
B2 ={(1,2,3),(1,—1,1),(2,1,1)}, respectively.
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Program:

Output:

T(X):=[x[1]+x[2]+2*X[3]+3*x[4] X[1] +x[2]-x[4] X[1]+2*X[2]]$
X:[w,x,y,z]$

A:[[1,1,1,2],[1,-1,0,0],[0,0,1,1],[0,1,0,0]]%
B:[[1,2,3],[1,-1,1],[2,1,1]]%

a:[a,B,y]$

K:makelist(linsolve(B.a-T(A[i]),a),i,1,length(A))$
L:makelist(makelist(assoc(a[i],K[j]).i,1,length(a)),j,1,length(A))$
M:transpose(apply(‘matrix,L))$

print("Given Linear Transformation is T(w,X,y,2)=",T(X))$
print("Basis of domain is B1=",A)$

print("Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Given Linear TransformationisT(w,x,y,z) = [3z+ 2y + x +w,—z + x + w, 2x + w]
Basis of domainis B1 = [[1,1,1,2],[1,-1,0,0],[0,0,1,1],[0,1,0,0]]
Basis of co —domain is B2 = [[1,2,3],[1,—1,1],[2,1,1]]

11 1 11 5
/ 9 3 9 9\
19 1 10 2
The Matrix of T w.r.t. given bases is [T] = (L 1 102 I
9 3 9 9
41 1 23 1/
9 3 9 9

T(x):=[x[1]+x[2]+2-x[3]+3-x[4] X[ 1]+x[2]-x[4],x[ 1]+2-x[2]]$
X:[w,x,y,z]$

A:ll1,1,1,21,[1,-1,0,0],[0,0,1,1],[0,1,0,0]]8
B:q01,2,3L[1,-1,11[2,1,111S

a:fa,B.y]$
K:makelist(linsolve(B.a—T(A[i]),a),i,1,length(A))$
L:makelist(makelist(assoc(a[i],K[]).i,1,length(a)),j,1,length(A))S
M:transpose(apply('matrix,L))S

print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
print("Basis of domain is B1=",A)3

print("Basis of co-domain is B2=",B)$

print("The Matrix of T w.r.t. given bases is [T]=",M)$

Given Linear Transformation is T(w,x,y,z)= [3z+2y+x+w,—z+x+w,2 x +W]
Basis of domain is B1= [[1,1,1,2],[1,-1,0,0],[0,0,1,11,[0,1,0,0]]
Basis of co-domain is B2= [[1,2,3],[1,-1,1],[2,1,1]1]

1 11

3]

9 3 9 9

; ; i _| 19 1 10 2
The Matrix of T w.r.t. given bases is [T]= < "5 & o
a1 w1

9 3 9 9
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Exercise:

I. Write a program to find the matrix of given linear transformation with respect to standard bases.

1. T: R? — R? defined by T(x,y) = (x,—y) (Answer: (é _01))

0 1 0
2. T: R® — R3 defined by T(x,y,2) = (y,—x, 2) (Answer: (—1 0 0))

0 0 1
-1 2
3. T: R? — R3 defined by T(x,y) = (—x + 2y,y, —3x + 3y) (Answer: ( 0 1))
-3 3
3 2 dofi _ (0 =2 1
4.T:R> — R” defined by T(x,y,2z) = (z — 2y,x + 2y — z) (Answer: (1 ) _1))

I1. Write a program to find the matrix of given linear transformation with respect to given bases.

1. T: R?* — R? defined by T(x,y) = (x,—y) with respect to bases

9 5
B1 = {(1,1),(1,0)} and B2 = {(2,3), (4,5)} Answer: [ 2 .2))
2 2
2. T: R® — R3 defined by T(x,y, z) = (y, —x, z) with respect to bases
0o 0 -1
B1=B2 ={(1,1,0),(0,1,1),(1,0,1)} (Answer: (—1 0 0 ))
1 1 1

3. T: R*> — R3 defined by T(x,y) = (—x + 2y,y, —3x + 3y) with respect to bases

2 19
7 7
B1 = {(1,2),(-2,1)} and B2 = {(-1,0,2),(1,2,3),(1,—1,—1)} (Answer: | = EW)

77
8 29
7 7
4.T:R® — R? defined by T(x,y,2) = (z — 2y,x + 2y — z) with respect to bases
2z & 5
B1={(1,2,3),(1,-1,1),(2,1,1)}and B2 = {(2,1),(—3,4)} (Answer: [ 1} 1 1]
1 11 11
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Program 6

Program to find the Eigenvalues and Eigenvectors
of a given linear transformation.

Aim: To find the Eigenvalues and Eigenvectors of a given linear transformation / matrix using

Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
(dot) The operator . represents noncommutative multiplication and

scalar product. It is used for usual multiplication of matrices.

* (asterisk)

The operator * represents commutative multiplication

N

Exponentiation operator or power or index

[a1, az,...,am]

List of numbers/objects aj, ay,...,am.

Li]

Returns i-th element of the list L

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev (expr, i=j) is
applied to the elements j of the sequence: i 0,i 0+1,i 0+ 2,
..., With [j| less than or equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed) form
of expr

The function definition operator

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise the
expression evaluates to expr_0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

transpose (M)

Returns the transpose of M.

apply(‘'matrix,L)

Converting nested lists L to matrix

reverse (list)

Reverses the order of the members of the list (not the members
themselves)

table_form()

Displays a 2D list in a form that is more readable than the
output from Maxima’s default output routine. The input is a list
of one or more lists.

push (item, list)

push prepends the item item to the list list and returns a copy
of the new list.

eigenvalues (M) or eivals (M)

Returns a list of two lists containing the eigenvalues of the
matrix M. The first sublist of the return value is the list of
eigenvalues of the matrix, and the second sublist is the list of
the multiplicities of the eigenvalues in the corresponding
order.
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eigenvectors (M) or eivects (M)

Computes eigenvectors of the matrix M. The return value is a
list of two elements. The first is a list of the eigenvalues
of M and a list of the multiplicities of the eigenvalues. The
second is a list of lists of eigenvectors. There is one list of
eigenvectors for each eigenvalue. There may be one or more
eigenvectors in each list.

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols

Definitions and Formulae:

Eigen value and Eigen vector of a Linear transformation: Let V be a vector space over a field

F and T:V — V be a linear transformation. A scalar A € F is called an eigen value / characteristic

value of T if T(v) = Av for some non-zero vector v € V. Then v is called an eigen vector /

characteristic vector corresponding to the eigen value A.

Similarly, a non-zero vector v € V is called an eigen vector / characteristic vector of T if T(v) =

Av forsome scalar A € F. Then 4 € F is called an eigen value / characteristic value corresponding

to the eigen vector v.

Properties of eigen values and eigen vectors:

1.

The number of distinct eigen values of a linear transformation of a vector space of dimension n
IS at most n.

An eigen value of a linear transformation may be repeated. The number of times an eigen value
is repeated is called its algebraic multiplicity.

A non-repeated eigen value can have only one linearly independent eigen vector.

A repeated eigen value can have one or more linearly independent eigen vectors. The number
of linearly independent eigen vectors of an eigen value is called its geometric multiplicity. For
any eigen value: geometric multiplicity < algebraic multiplicity.

Geometric multiplicity of an eigen value is the dimension of its eigen space.

An eigen value is called defective if its geometric multiplicity < algebraic multiplicity

A linear transformation is diagonalizable if all its eigen values are non-defective. In other words,
all eigen values have their geometric multiplicity = their algebraic multiplicity. In this case
corresponding eigen vectors form a basis of the vector space.

0 € F, scalar zero can be an eigen value, but 0 € V, zero vector can never be an eigen vector.
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Program:

Program to find the eigen values and eigen vectors of a linear transformation T: R* — R"

T(X):=define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$

B:Standard basis of given vector space$
L:makelist(T(B[i]),i,1,length(B))$

M:transpose(apply(‘matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
N(1):=[M[1]=vals[1][i],vals[2][i],setify(vecs[i])]$

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
table_form(reverse(N))$

Note: 1. Here X:[x,y,z] is taken for illustration purpose.
Take X:[x,y] if domain is R?, X:[x,y,z] if domain is R3,

X:[w,x,y,z] if domain is R*and so on.

2. Take standard basis as: B:[[1,0],[0,1]] for R?, B:[[1,0,0],[0,1,0],[0,0,1]] for R3,
B:[[1,0,0,0],[0,1,0,0],[0,0,1,0],[0,0,0,1]] for R*and so on.

Program to find the eigen values and eigen vectors of a matrix

M:matrix([R1],[R2]....[Rn])$

[vals, vecs]:eigenvectors(M)$

N:[['Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
N(i):=[A[1]=vals[1][i],vals[2][i],setify(vecs[i])]$

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Matrix is M=",M)$

table_form(reverse(N))$
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Worked Examples:

Problem 1. Write a program to find the eigen values and eigen vectors of the linear transformation

T: R* — R? defined by T(x,y) = (4y + x,3y + 2x)

Program: T +4-X[20,2 1 1+3-X2]]$

X:[x,y1$

T(X):=[x[1]+4*x[2],2*x[1]+3*X[2]]$ B:[[1,01(0,111$
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply('matrix,L))$

X:[X,y]$ [vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"[]$
N(i):=[A[i]=vals[1][i],vals[2][i] setify(vecs[i])]S

B: [[110] , [0,1]]$ for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(x,y)=",T(X))$

. . . table_form(reverse(N))$

L:makeIISt(T(B[I]),I,l, Iength(B))$ Given Linear Transformation is T(x,y)= [4 y+x,3y+2 x]
Eigen Value Multiplicity Linearly Independent Eigen vectors

M:transpose(apply(‘'matrix,L))$ 4,75 1 {1

. Ay=—1 1 H1,L”

[vals, vecs]:eigenvectors(M)$ 2

N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$

N(i):=[A[i]=vals[1][i],vals[2][i],setify(vecs[i])]$

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(X,y)=",T(X))$

table_form(reverse(N))$

Output:

Given Linear Transformation is T(x,y) = [4y + x, 3y + 2x]

Eigen Value Multiplicity Linearly Independent Eigen vectors
A =5 1 {[11]

R -3

Problem 2. Write a program to find the eigen values and eigen vectors of the linear transformation
T: R? — R? defined by T(x,y) = (y,0)

T(x):=[x[2],0]15

Program: X:[x,y1$
B:[[1,01,[0,1]]$
= L:makelist(T(B[i]),i,1,length(B))$
T(X) ’ [X[Z] '0]$ M:transpose(apply('matrix,L))$
. [vals, vecs]eigenvectors(M)$
X- [X1y]$ N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
N(i):=[Ali]=vals[1][i],vals[2][i],setify(vecs[i])]$
B:[[1,0],[0,1]]% for i thru length(vals[1]) do N:push(N(i),N)3
] ] . print("Given Linear Transformation is T(x,y)=",T(X))$
L:makelist(T(B[i]),i,1,length(B))$ table_form(reverse(N))s
] Given Linear Transformation is T(x,y)= [y,0]
M tranSDOSE(apmy('matl’IX, L))$ Eigen Value Multiplicity Linearly independent Eigen vectors
[vals, vecs]:eigenvectors(M)$ e oy

N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors']]$
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N(@):=[M[i]=vals[ 1][i],vals[2][i],setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(x,y)=",T(X))$
table_form(reverse(N))$
Output:
Given Linear Transformation is T(x,y) = [y, 0]

Eigen Value Multiplicity Linearly Independent Eigen vectors
A1=0 2 {[1,0]}

Problem 3. Write a program to find the eigen values and eigen vectors of the linear transformation

T:R3® — R3 defined by T(x,y,2z) = 2x+2y +z,x+ 3y + z,x + 2y + 22)

Program:
T(X):=[2*x[1]+2*x[2]+X[3], x[1]+3*X[2]+X[3] . x[1] +2*x[2]+2*X[3]]$
X:[x.y,z]$
T(x):=[2-x[1 [+ 2-X[2]+X[3].X[1 ]+ 3-X[2]+X[3], X[ 1]+2 X[2]+2-X[3]}$
X:[x,v.2]$
B:[[1,0,0],[0,1,0],[0,0,1]1$
B:[[1,0,0],[0,1,0],[0,0,1]]% L:makelist(T(B[i]),i,1 length(B))S
M:transpose(apply('matrix,L))$
[vals, vecs]:eigenvectors(M)$
. . . N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
L:makelist(T(BJi]),i,1,length(B))$ N(i):=[Alil=vals[1][il,vals[2]li] setify(vecs[iDIS
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(x,y,z)=",T(X))$
. ' . table_form(reverse(N))$
M 'transpose(apply( matrlx, L))$ Given Linear Transformation is T(x,y,z)= [z+2y+2x,z+3 y+x,2 z+2 y +x]
Eigen Value Multiplicity Linearly Independent Eigen vectors
[vals, vecs]:eigenvectors(M)$ 475 ‘ (URRY
A= 2 {10.1.-21,11,0,-11}
N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
N(@):=[A[i]=vals[1][i],vals[2][i],setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(X,y,z)=",T(X))$
table_form(reverse(N))$
Output:

Given Linear Transformation is T(x,y,z) = [z + 2y + 2x,z+ 3y + x,2z + 2y + x|
Eigen Value Multiplicity Linearly Independent Eigen vectors

A1 =5 1 {[1,1,1]}

A =1 2 {[0,1,-2],[1,0,—1]}
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Problem 4. Write a program to find the eigen values and eigen vectors of the linear transformation

T: R* — R* defined by T(w, x,y,2) = (0,x,y, 2)

Program:
T(x):=[0,x[2],X[3].X[4]]$ T):=10,X[21,X[3] x[4T]S
X:[w,x,y,z]$
B:[[1,0,0,01,[0,1,0,01,[0,0,1,0],[0,0,0,1]]%
X:[w,x,y,z]$ L:makelist(T(B[il),i,1 length(B))S
M:transpose(apply('matrix,L))$
[vals, vecs]:eigenvectors(M)$
B[[l 00 O] [O 1.0 0] [O 01 O] [0 00 ]_]]$ N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
PrrmrE b E L e m L L N(i):=[A[i]=vals[1][i],vals[2][i].setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
. 1 N i print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
L:makelist(T(BJi]),i,1,length(B))$ e Tomrevaie
. A Given Linear Transformation is T(w,x.y,z)= [0,x,y,Z]
Mtranspose(apply( matrIX’L))$ Eigen Value Multiplicity Linearly Independent Eigen vectors
) A,=0 1 {11,0,0,01}
[vals, vecs]:eigenvectors(M)$ = 3 (10.0.0.1100.0,1.0100.1.0.01)
N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
NQ):=[M[i]=vals[1][i],vals[2][i],setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
table_form(reverse(N))$
Output:

Given Linear Transformationis T(w,x,y,z) = [0,x,y, Z]
Eigen Value Multiplicity Linearly Independent Eigen vectors

=0 1 {[1,0,0,0]}
A, =1 3 {[0,0,0,1],[0,0,1,0], [0,1,0,0]}

1 2 3
Problem 5. Write a program to find the eigen values and eigen vectors of the matrix M = ( 2 1 0>
-1 0 1
Program:

M:matrix([1,2,3],[2,1,0],[-1,0,1])$ M:matrix({1,2,3L,[2,1,01,[-1,0,11)3

[vals, vecs]:eigenvectors(M)3

. N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"[]$
[vals, vecs]:eigenvectors(M)$ N(iy:=[A[i]=vals[][i].vals[2]i], setify(vecs[i)]s

for i thru length(vals[1]) do N:push(N(i),N)$

. R i ) print("Given Matrix is M=",M)$

N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$ | table form(reverse(N))$

123
N():=[Afi]=vals[1][i],vals[2][i],setify(vecs[i])]$ Given Matrx is M= | 2 1 0]
-1.0 1
fOI‘ | '[hl’u Iength(VaIS[l]) dO NpUSh(N(l),N)$ Eigen Value Multiplicity Linearly Independent Eigen vectors
) ] o A= 1 Ho,«—i”
print("Given Matrix is M=",M)$ :
A,=2 1 {11.2,-11}
table_form(reverse(N))$ 4,=0 1 {t1.-2.11)
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Output:

1 2 3
Given MatrixisM=| 2 1 0
-1 0 1

Eigen Value Multiplicity Linearly Independent Eigen vectors

wet o1-7)

A, =2 1 {[1,2,—1]}
A3 =0 1 {[1,-2,1]}
0 1 0 O
Problem 6. Write a program to find the eigen values and eigen vectors of the matrix M = 8 8 3 g
0 0 0 O
Program:
M:matrix([0,1,0,0],[0,0,2,0],[0,0,0,3],[0,0,0,0])$
[vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
N(@):=[A[i]=vals[1][i],vals[2][i],setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Matrix is M=",M)$
table_form(reverse(N))$
Output:
0 1 0 O
. .. o 0 2 o0
Given Matrix is M = 00 0 3
0 0 0 O
Eigen Value Multiplicity Linearly Independent Eigen vectors
=0 4 {[1,0,0,0]}

M:matrix([0,1,0,0],[0,0,2,0],[0,0,0,3],[0,0,0,0])$
[vals, vecs].eigenvectors(M)$
N:[["Eigen Value","Multiplicity","Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i],setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Matrix is M=",M)$
table_form(reverse(N))$
0100

. o 0020
Given Matrix is M=
000 3

0000

Eigen Value Multiplicity Linearly Independent Eigen vectors

A,=0 4 {11,0,0,0]}
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Exercise:

I. Write a program to find the eigen values and eigen vectors of the given linear transformation
1. T:R?* — R? defined by T(x,y) = (3x +y,6x + 2y) (Answer: 1; = 0,1, = 5)
2. T:R® — R3 defined by T(x,y,z) = (x,2x + y,3x + 2y) (Answer: 1; = 0, 1, = 1(twice repeated))
3. T:R3® — R3 defined by T(x,y,2) = (5x — 6y — 6z, —x + 4y + 2z,3x — 6y — 42)
(Answer: A; = 1, A, = 2 (twice repeated))
4. T:R?® — R3 defined by T(x,y,2) = (x —y + 22, y,x + 2y + 2)
(Answer: A, = 1,4, = 1 +v2, 13 = 1 —=+2)
5. T:R* — R* defined by T(w,x,y,2z) = (0,w,x,y) (Answer: 1; = 0 (repeated 4 times))
I1. Write a program to find the eigen values and eigen vectors of the given matrix

1 2
1. M= (0 3) (Answer: 4; = 1,4, = 3)

(Answer: A; = 1,4, = 2,13 = 3)

S =
N O
(=}
N—

o

2
=y

w
<
Il
-~ /N

o = O
[en)
[EnN

(Answer: A, = =2, 4, = —-1,1; =1)

=

O = O
S
o

0
) (Answer: A; = =1, 1, = 1 (twice repeated) )

(Answer: 1; = 1 (twice repeated), A, = 0 (twice repeated) )
1 1 -1
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Program 7

Program on Rank — Nullity Theorem.

Aim: To verify Rank — Nullity theorem for given linear transformation / matrix using

Mathematics Softwares (FOSS).

Software: Maxima

Key Function
The operator . represents noncommutative multiplication
. (dot) and scalar product. It is used for usual multiplication of

matrices.

* (asterisk)

The operator * represents commutative multiplication

AN

Exponentiation operator or power or index

[a1, az,...,am] List of numbers/objects ai, az,...,am.

LJi] Returns i-th element of the list L

' The single quote operator ' prevents evaluation.
and The logical conjunction operator

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr_0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

transpose (M)

Returns the transpose of M.

apply(‘matrix,L)

Converting nested lists L to matrix

matrix_size (M)

Return a two-member list that gives the number of rows
and columns, respectively of the matrix M.

columnspace (M)

If M is a matrix, return span (v_1, ..., v_n), where the
set{v_1, ..., v_n}is a basis for the column space of M.

rank (M)

Computes the rank of the matrix M.

nullspace (M)

If M is a matrix, return span (v_1, ..., v_n), where the
set {v_1, ..., v_n}is a basis for the nullspace of M

nullity (M)

If M is a matrix, return the dimension of the nullspace
of M.

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Range / Range space and rank of a Linear transformation: Let U and V be vector spaces over a
field F and T:U — V be a linear transformation. The range of T is the set R(T) =
{T(u) € V |u € U }. Clearly, the range or range space R(T) of T is a subspace of codomain V and
the dimension of R(T) is called the rank of T and is denoted by rank(T) or r(T).

Kernel / Null space and nullity of a Linear transformation: Let U and V be vector spaces over a
field F and T:U — V be a linear transformation. The kernel / null space of T is the set N(T) =
{ueU|T(u) =0 €V} Clearly, the kernel or null space N(T) of T is a subspace of domain U
and the dimension of N(T) is called the nullity of T and is denoted by nullity(T) or n(T).

Rank - Nullity Theorem for a linear transformation: Let U and V be vector spaces over a field F
and T:U — V be a linear transformation. Suppose U is finite dimensional of dimension n. Then,
rank(T) + nullity (T) = dim(U) ie., r(T)+n(T)=n
i.e., the sum of rank and nullity of a linear transformation is equal to the dimension of its domain.

It is also called Rank-Nullity-Dimension theorem.
Rank - Nullity Theorem for a matrix: Let A be an m X m matrix. Then the number of columns of
A is the sum of the rank of A4 and the nullity of A. That is,
rank(A) + nullity (A) = Number of Columns i.e,, r(T)+n(T)=n
Program:

Program to verify rank-nullity theorem for a matrix M

M:matrix([R1],[R2],[R3],...[Rm])$

n:matrix_size (M)[2]$

print("Given Matrix is M=",M)$

print("Range Space of M=",columnspace(M))$

print("Null Space of M=",nullspace(M))$

print("Rank of M=",rank(M))$

print("Nullity of M=",nullity(M))$

print("r(M)+n(M)=",rank(M)+nullity(M))$

print("Number of columns of M=",n)$

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Number of columns™) and

print("Rank - Nullity theorem is verified") else

print("Rank + Nullity # Number of columns") and

print("Rank - Nullity theorem is not verified")$
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Program to verify rank-nullity theorem for a linear transformation T: U — V

T(x):=define T as an ordered list as given in problem in terms of x[i]$

X:[x,y,z]$

B: Standard ordered basis of domain$
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘'matrix,L))$

n:matrix_size (M)[2]$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Range Space of T=",columnspace(M))$
print("Null Space of T=",nullspace(M))$
print("Rank of T="rank(M))$

print("Nullity of T=",nullity(M))$
print("r(T)+n(T)=",rank(M)+nullity(M))$
print("Dimension of Domain=",n)$

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Dimension of domain") and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain") and
print("Rank - Nullity theorem is not verified")$

Note: 1. In the above program X:[x,y,z] is taken for illustration.
Take X:[x,y] if U = R?, X:[x,y,z] if U = R3, X:[w,x,y,z] if U = R* and so on.
2. Take standard bases as:
[[1,0],[0,1]] for R?
[[1,0,0],[0,1,0],[0,0,1]] for R3
[[1,0,0,0],[0,1,0,0],[0,0,1,0],[0,0,0,1]] for R*and so on.
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Worked Examples:

Problem 1. Write a program to verify rank-nullity theorem for a linear transformation T: R3> — R?

Program:

Output:

definedby T(x,y,z) = (x+y, y + 2)

T(x):=[x[1]+x[2], x[2]+X[3]]$

X:[x,y,z]$

B:[[1,0,0],[0,1,0],[0,0,1]]%
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$

n:matrix_size (M)[2]$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Range Space of T=",columnspace(M))$
print("Null Space of T=",nullspace(M))$
print("Rank of T=",rank(M))$

print("Nullity of T=",nullity(M))$
print("r(T)+n(T)=",rank(M)+nullity(M))$
print("Dimension of Domain=",n)$

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Dimension of domain") and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain") and
print("Rank - Nullity theorem is not verified")$

Given Linear Transformation is T(x,y,z) = [y + x,z + V]

Range Space of T = span ((é) ’ (1))

-1
Null Space of T = span < 1 )
-1
Rank of T = 2
Nullityof T =1
r(T)+n(T) =3
Dimension of Domain = 3
Rank + Nullity = Dimension of domain
Rank — Nullity theorem is verified

TEO=[1]+x[2], x[2]+x[3]]S

Xxyz]$

B-{[1,0,01,00,1,01,00,0,111%

L:makelist(T(B[]),i,1 length(B))
IMtranspose(apply('matrix,L))$

nmatrix_size (M)[2]$

print{"Given Linear Transformation is T(xy,z)=" T(X))3
print("Range Space of T=",columnspace(i))$
print{"Null Space of T=",nullspace(M))$
print("Rank of T=" rank(M))$

print{"Nullity of T=" nullity(M))$

print("r(T)}+n(T)=" rank(M)+nullity(M))S
print{"Dimension of Domain="n)%

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Dimension of domain”) and
print{"Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain") and
print{"Rank - Nullity theorem is not verified")$

Given Linear Transformation is T(x,y,z)= [y +x ,z +y]
1| [1
Range Space of T= Span([u’, (1 ]
-1
Null Space of T= span|| 1
-1
Rankof T= 2
Nullity of T= 1
HT)+n(T)= 3
Dimension of Domain= 3

Rank + Nullity = Dimension of domain
Rank - Nullity theorem is verified
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Problem 2. Write a program to verify rank-nullity theorem for a linear transformation T: R3> — R*

definedby T(x,y,z) = (0,x+y+2zy—2z 2x+4z)
Program:

T(X):=[0,X[L]+x[2]+Xx[3], X[2]-X[3], 2*x[1]+4*X[3]]$
X:[xy,z]$

B:[[1,0,0],[0,1,0],[0,0,1]]$
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply('matrix,L))$

n:matrix_size (M)[2]$

print("Given Linear Transformation is T(X,y,z)=",T(X))$
print("Range Space of T=",columnspace(M))$
print("Null Space of T=",nullspace(M))$
print("Rank of T=",rank(M))$

print("Nullity of T=",nullity(M))$
print("r(T)+n(T)=",rank(M)+nullity(M))$
print("Dimension of Domain=",n)$

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Dimension of domain") and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain™) and

print("Rank - Nullity theorem is not verified")$
Output:

T =0 61 ]+x[2]+x[3], x[2]-x[3], 2-x[1]+4-x[3]]5
Xy.zs

B:[[1.0.01,[0.1,01.10.0.1]1%

L:makelist(T(B[]).1.1 length(B))S
M:transpose(apply('matrix,L))$

nimatrix_size (M)[2]5

print("Given Linear Transformation is T(x,y,z)="T(X))3
prini("Range Space of T=" columnspace(M})5
print("Null Space of T=",nullspace(M))s
print("Rank of T="rank(M))5

print("Nullity of T=",nullity(M}}$
print("r(T}+n(T)=",rank(M)+nullity(M))S
print("Dimension of Domain=",n)s

if rank({M)+nullity(M)=n then

print("Rank + Nullity = Dimension of domain") and
print("Rank - Nullity theorem is verified”) else
print("Rank + Nullity # Dimension of Domain") and
prini("Rank - Nullity theorem is not verified")s

Given Linear Transformation is T(x,y,z)= [0.z+y+x y-z. 47+2x]

0| [0
1| |1
Range Space of T= span ol
2| {o
-2
Null Space of T= span|| 1
1

Rankof T= 2

Nuliity of T= 1

H{TIN(T)= 3

Dimension of Domain= 3

Rani + Nuility = Dimension of domain
Rank - Nuility theorem is verified

Given Linear Transformation is T(x,y,z) = [0,z+y + x,y — 7,4z + 2x]

(2 )
11 (1
0/)'\1
2/ \O

Range Space of T = span

-2
Null Space of T = span < 1 )
1
Rank of T = 2
Nullityof T =1
r(T)+n(T)=3
Dimension of Domain = 3
Rank + Nullity = Dimension of domain
Rank — Nullity theorem is verified
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Problem 3. Write a program to verify rank-nullity theorem for a linear transformation T: R3> — R3

Program:

Output:

definedby T(x,y,z) = (x +y,x —y, 2x+ z)

T(X):=[0,X[L]+x[2]+Xx[3], X[2]-X[3], 2*x[1]+4*X[3]]$
X:[xy,z]$

B:[[1,0,0],[0,1,0],[0,0,1]]$
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply('matrix,L))$

n:matrix_size (M)[2]$

print("Given Linear Transformation is T(X,y,z)=",T(X))$
print("Range Space of T=",columnspace(M))$
print("Null Space of T=",nullspace(M))$
print("Rank of T=",rank(M))$

print("Nullity of T=",nullity(M))$
print("r(T)+n(T)=",rank(M)+nullity(M))$
print("Dimension of Domain=",n)$

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Dimension of domain") and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain™) and

print("Rank - Nullity theorem is not verified")$

TO=[X[11+x[2] H1]-x[2].2-x[1]+x[3]]5

X[xy.2]$

B:[[1.0,0].[0,1,0],[0.0,1]]%
L:makelist(T(BI[i]).i.1.length(B))S
M:transpose(apply('matrix,L))$

n:matrix_size (M)[2]$

print("Given Linear Transformation is T(x.y,z)="T(X))$
print("Range Space of T=",columnspace(M))
print("Null Space of T=",nullspace(M))$
print("Rank of T="rank(M))3

print("Nullity of T=",nullity(M))$
print("r(T)+n(T)=",rank(M)+nullity(M))$
print("Dimension of Demain=",n)3

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Dimension of demain”) and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain") and
print("Rank - Nullity theorem is not verified")$

Range Space of T= span(

Null Space of T= span(?)
Rankof T= 3

Given Linear Transformation is T(x,y,z)= [y+x ,x—y.2+2x]
Nullity of T= 0
HT)*n(T)= 3

of 1|
Jd-1]1
11{o]l2
Dimension of Domain= 3

Rank + Nullity = Dimension of domain

Given Linear Transformation is T(x,y,z) = [y + x,x — ¥,z + 2x]

0 1 1
Range Space of T = span (0),(—1),(1)
1 0 2

Null Space of T = span(?)

Rank of T =3

Nullityof T=0

r(T)+n(T) =3

Dimension of Domain = 3

Rank + Nullity = Dimension of domain
Rank — Nullity theorem is verified

Note: span(? ) means span () i.e., span of the empty set and span(? ) = span(¢) = {0}
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Problem 4. Write a program to verify rank-nullity theorem for a linear transformation T: R*> — R3

Program:

Output:

defined by T(x,y) = (—x + 2y, y,—3x + 3y)

T(x):=[-x[1]+2*x[2] x[2],-3*x[1]+3*x[2]]$ TeO = 11+2X2] 2] -3 1]+35{2]15
Kxyls
X:[x,y]$ B[1.0L[01]S
L:makelist(T(B[i]),i,1,length(B))3
. M:transpose(apply('matrix,L))3
B: [[1’0] ! [0’1]]$ n:matrix_size (M)[2]%
. . . . print("Given Linear Transformation is T(x,y)=",T(X}))$
L' makel ISt(T(B[I])J’la Iength(B))$ print("Range Space of T=",columnspace(M))$
A print("Null Space of T=" nullspace{M))%
M:transpose(apply('matrix,L))$ print("Rank of T=" rank(M))$
print("Nullity of T=",nullity(M))$
n:matriX Size (M)[2]$ print("r{T}+n(T)=",rank{M)+nullity(M))S

print("Dimension of Domain=",n)3

. A . . . _n if rank(M}+nullity(M)=n then
print("Given Linear Transformation is T(X,y)=",T(X))$ | printRank + Nulity = Dimension of domain’) and

print("Rank - Mullity theorem is verified") else

print("Range Space of T=",columnspace(M))$ print("Rank + Nullity # Dimension of Domain”) and
print("Rank - Nullity theorem is not verified")s
print("NuII Space of T:",nU”SpaCE(M))$ Given Linear Transformation is T(x,y)= [2 y-x,y,3 y -3 x]

print("Rank of T=",rank(M))$
print("Nullity of T=",nullity(M))$

-3

EH

-1
Range Space of T= span([ ]

Null Space of T= span(?)

print("r(T)+n(T)=",rank(M)+nullity(M))$ Rank of T= 2
. A . . Nullity of T= 0
print("Dimension of Domain=",n)$ HT)+n(T)= 2
Dimension of Domain= 2
if rank(l\/l)+nu| | ity(M)=n then Rank + Nullity = Dimension of domain

Rank - Nullity thearem is verified

print("Rank + Nullity = Dimension of domain") and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Dimension of Domain") and
print("Rank - Nullity theorem is not verified")$

Given Linear Transformation is T(x,y,z) = [2y — x,y, 3y — 3x]

-1 2
Range Space of T = span ( 0 ) (1)
-3/ \3

Null Space of T = span(?)

Rank of T = 2

Nullityof T=0

r(T)+n(T) =2

Dimension of Domain = 2

Rank + Nullity = Dimension of domain
Rank — Nullity theorem is verified

Note: span(? ) means span () i.e., span of the empty set and span(? ) = span(¢) = {0}
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Problem 5. Write a program to verify rank-nullity theorem for the matrix M =

Program:

Output:

M:matrix([1,1,0,0],[-1,-1,0,0],[-2,-2,2,1],[1,1,-1,0])$
n:matrix_size (M)[2]$

print("Given Matrix is M=",M)$

print("Range Space of M=",columnspace(M))$
print("Null Space of M=",nullspace(M))$
print("Rank of M=",rank(M))$

print("Nullity of M=",nullity(M))$
print("r(M)+n(M)=",rank(M)+nullity(M))$
print("Number of columns of M=",n)$

if rank(M)+nullity(M)=n then

print("Rank + Nullity = Number of columns™) and
print("Rank - Nullity theorem is verified") else
print("Rank + Nullity # Number of columns") and
print("Rank - Nullity theorem is not verified")$

1 1 0 O
) . -1 =1 0 0
Given Matrix is M = 2 —2 2 1
1 1 -1 0
0 0 1
_ 0 0 -1
Range Space of M = span 11’0 2 'l 2o
0 -1 1
1 \
Null Space of M = span _01
/)

Rank of M =3

Nullityof M =1

r(M)+n(M) =4

Number of columns of M = 4

Rank + Nullity = Number of columns
Rank — Nullity theorem is verified

1 1 0 O
-1 -1 0 O
-2 =2 2 1

1 1 -1 0

M:matrix([1,1,0,0].[-1.-1,0,0].[-2,-2.2,1].[1.1.-1.0])5
n:matrix_size (M)[2]5
print("Given Matrix is M=" )&
print("Range Space of M=",columnspace(M))5
print("Mull Space of M=",nullspace(M})%
print{"Rank of M="rank(M))3
print{"Mullity of M="_nullity{M})5
print{"r(M)+n{M)=",rank(M}+nullity(M})5
print{"Mumber of columns of M="_n)3
if rank({M}+nullity(M)=n then
print("Rank + MNullity = Number of columns”) and
print{"Rank - Nullity theorem is verified"”) else
print("Rank + Nullity # Number of columns”) and
print("Rank - Mullity theorem is not verified”)s
1.1 0 0
-1 =1 0 0
Given Matrix 15 M=
-2 -2 2 1

1T 1 =110

Range Space of M= span

0
0
1
0
Null Space of M= span ]

Ranlc of M= 3

Nullity of M—

i)+ {M)=

MNumber of GDl'umeS of M= 4

Ranls + Nullity = Number of columns
Ranls — Nullity theorem s verified
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Exercise:

I. Write a program to verify rank-nullity theorem for the following linear transformations
1. T:R?* — R? defined by T(x,y) = (3x + 7y, 6x + 2y) (Ans: Rank-Nullity Theorem is verified)
2. T:R?* — R3 defined by T(x,y) = (x, x +y, y) (Ans: Rank-Nullity Theorem is verified)
3. T:R3® — R? defined by T(x,y,z) = 3x — 2y + 2z, x — 3y — 22)

(Ans: Rank-Nullity Theorem is verified)

4. T:R® — R* defined by T(x,y,2) = (x, x+y, x+y+2z 2)
(Ans: Rank-Nullity Theorem is verified)

5. T:R* — R* defined by T(w, x,y,2) = (0,w, x,y) (Ans: Rank-Nullity Theorem is verified)

I1. Write a program to verify rank-nullity theorem for the following matrices

1. M= ((1) g) (Ans: Rank-Nullity Theorem is verified)
_(0 1 0 4 5 _ Nl : -
2. M = (0 1 0 4 5) (Ans: Rank-Nullity Theorem is verified)
1 1
3. M= i i (Ans: Rank-Nullity Theorem is verified)
5 5
1 1 0
4 M=(0 1 1) (Ans: Rank-Nullity Theorem is verified)
1 1 1
01 0 O
5. M= 8 8 (2) g (Ans: Rank-Nullity Theorem is verified)
0 0 0 O
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Program 8

Program to verify if the given linear transformation is

singular/non-singular.
Aim: To verify if the given linear transformation is singular / non-singular using

Mathematics Softwares (FOSS).

Software: Maxima
Keys:

Key

Function

* (asterisk)

The operator * represents commutative multiplication

AN

Exponentiation operator or power or index

[a1, az,...,am] List of numbers/objects ai, ay,...,am.

LJi] Returns i-th element of the list L

' The single quote operator ' prevents evaluation.
and The logical conjunction operator

length (expr)

Returns the number of parts in the external (displayed) form of expr

The function definition operator

if cond_1 then expr_1

else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise the

expression evaluates to expr_O.

print (“text”, expr)$

Displays text within inverted commas and evaluates and displays

expr

transpose (M)

Returns the transpose of M.

apply(‘matrix,L)

Converting nested lists L to matrix

columnspace (M)

If M is a matrix, return span (v_1, ..., v_n), where the set {v_1, ...,

v_n} is a basis for the column space of M.

rank (M)

Computes the rank of the matrix M.

nullspace (M)

If M is a matrix, return span (v_1, ..., v_n), where the set {v_1, ...,

v_n} is a basis for the nullspace of M

nullity (M)

If M is a matrix, return the dimension of the nullspace of M.

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Non-Singular Linear Transformation: Let U and V be vector spaces over a field Fand T: U —
V be a linear transformation. Then T is called a non-singular transformation if T(u) =0€V =
u = 0 € U. In other words, T is non-singular if it maps no non-zero vector of domain to zero vector
of codomain. The only vector that is mapped to zero vector of codomain is the zero vector of
domain. Clearly, T is non-singular if and only if null space of T = N(T) = {0} and

nullity(T) = 0. As a result, Non-singular transformation is one-one.

Singular Linear Transformation: Let U and V be vector spaces over a field Fand T:U — V be
a linear transformation. Then T is called a singular transformation if 3 u # 0 € U suchthat T(u) =
0 € V. In other words, T is singular if it maps at least one non-zero vector of domain to the zero
vector of codomain. Clearly, T is singular if and only if null space of T = N(T) #+ {0} and
nullity(T) = 1.

Program:
Program to verify if the given linear transformation is singular / non-singular.

T(x):= define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$
B:Standard ordered basis of domain$
L:makelist(T(B[i]).i,1,length(B))$
M:transpose(apply(‘'matrix,L))$
print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Nullity of T=",nullity(M))$
if nullity(M)=0 then
print("Given linear transformation is Non Singular") else

print("Given linear transformation is Singular)$

Note: 1. In the above program X:[X,y,z] is taken for illustration.
Take X:[x,y] if U = R?, X:[x,y,z] if U = R3, X:[w,X,y,z] if U = R* and so on.
2. Take standard basis as: [[1,0],[0,1]] for R?, [[1,0,0],[0,1,0],[0,0,1]] for R3
[[1,0,0,01,[0,1,0,0],[0,0,1,0],[0,0,0,1]] for R*and so on.
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Worked Examples:

Problem 1. Write a program to verify whether the linear transformation T: R? — R3
defined by T(x,y) = (x + y, x —y, y) is singular / non-singular

Program: T():=[X11+x[2] X[ 1]-x[2],x[2]]$
— X%, y1$

TO):=[x[1]+x[2] x[1]-x[2],x[2]]$ B:{[1,01,[0,1]]5

. L:makelist(T(B[i]).i,1,length(B))S
X'[X1y]$ M:transpose(apply('matrix,L))$

. print("Given Linear Transformation is T(x,y)=",T(X))$
B.[[l,O] ! [0’1]]$ print("Nullity of T=",nullity(M))$

. : T G if nullity(M)=0 then
L'make“St(T(B[l])’l’l’Iength(B))$ print("Given linear transformation is Non Singular”) else
M:transpose(apply('matrix L))$ print("Given linear transformation is Singular")s

] ] ] . ] Given Linear Transformation is T(x,y)= [y +x,x-y,¥]
print("Given Linear Transformation is T(X,y)=",T(X))$ | wnusity of 7= 0
print("NuIIity of T=" nuIIity(M))$ Given linear transformation is Non Singular

if nullity(M)=0 then
print("Given linear transformation is Non Singular") else
print("Given linear transformation is Singular)$
Output:
Given Linear TransformationisT(x,y) = [y + x,x — y,Y]
Nullityof T=0
Given linear transformation is Non Singular

Problem 2. Write a program to verify whether the linear transformation T: R? — R?
defined by T'(x,y) = (0, 0) is singular / non-singular

Program: T(0):=[0, 05

Xi[x,y]$
T(x):=[0, 0]$ B:{[1,010,1]J$

L:makelist(T(B[i]).i,1,length(B))$
X:[x,y]$ M:transpose(apply('matrix,L))$

print("Given Linear Transformation is T(x,y)=",T(X))$
B:[[1,0],[0,1]]% print("Nullity of T=",nullity(M))$

. . if nullity(M)=0 then
L:makelist(T(BJi]),i,1,length(B))$ print("Given linear transformation is Non Singular") else
. i print("Given linear transformation is Singular")$

M.transpose(apply( matrlx,L))$ Given Linear Transformation is T(x,y)= [0,0]
print("Given Linear Transformation is T(x,y)=",T(X))$ | Nuliity of T= 2

Given linear transformation is Singular

print("Nullity of T=" nullity(M))$

if nullity(M)=0 then

print("Given linear transformation is Non Singular") else

print("Given linear transformation is Singular")$
Output:

Given Linear Transformation is T(x,y) = [0, 0]
Nullityof T = 2

Given linear transformation is Singular
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Problem 3. Write a program to verify whether the linear transformation T: R3 — R3
defined by T(x,y, z) = (x,y, 2) is singular / non-singular

Program: T(x):=[x[1],x[2],x[3]]$
__ X:[x,y,z]$

T(X)—[X[l] ,X[Z] ;X[S]]$ B[[1 ’0’0],[0,1 ,0],[0,0,1 ]]S

. L:makelist(T(B[i]),i,1,length(B))S
X:[xy.z]$ M:transpose(apply('matrix,L))$
B:[[1,0,0],[0,1,0],[0,0,1]]% print("Given Linear Transformation is T(x,y,z)=",T(X))$

print("Nullity of T=",nullity(M))$
L:makelist(T(B[i]),i,1,length(B))$ if nullity(M)=0 then
. . print("Given linear transformation is Non Singular") else

M:transpose(apply(‘matrix,L))$ print("Given linear transformation is Singular")$
print("Given Linear Transformation is T(x,y,z)=",T(X))$  Given Linear Transformation is T(x,y.2)= [x.y .Z]

. . N . Nullity of T= 0
print("Nullity of T=",nullity(M))$ Given linear transformation is Non Singular

if nullity(M)=0 then
print("Given linear transformation is Non Singular") else
print("Given linear transformation is Singular")$
Output:
Given Linear Transformation is T(x,y,z) = [x,y,Z]
Nullityof T=10
Given linear transformation is Non Singular

Problem 4. Write a program to verify whether the linear transformation T: R* — R*
defined by T(w, x,y,2z) = (0, x, y, z) is singular / non-singular

Program: T0):=[0.X[2] X3].X[4]]5
— X:[w,x,y,z]$

T():=[0x[2].x[3] x[4]]$ B:{[1,0,0,01,[0,1,0,01.0,0,1,01,[0,0,0,1]]$

. L:makelist(T(B[i]),i,1,length(B))$
X.[W,X,y,Z]$ M:transpose(apply('matrix,L))$

. print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
B:[[1,0,0,0],[0.1,0,0],[0,0,1,01,[0,0,0,1]]% print("Nullity of T=",nullity(M))$

. i ini if nullity(M)=0 then
L'make“St(T(B[l])’l'l’Iength(B))$ print("Given linear transformation is Non Singular") else
M:transpose(appIy('matrix,L))$ print("Given linear transformation is Singular”)$

e s ) .. n Given Linear Transformation is T(w,x,y.z)= [0,x,y,Z]
print("Given Linear Transformation is T(w,X,y,2)=",T(X))$ Nullity of T= 1
print("NuIIity of T=" nuIIity(M))$ Given linear transformation is Singular

if nullity(M)=0 then
print("Given linear transformation is Non Singular") else

print("Given linear transformation is Singular")$

Output:
Given Linear Transformation is T(w,x,y,z) = [0,x,y, Z]
Nullityof T =1

Given linear transformation is Singular
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Problem 5. Write a program to verify whether the linear transformation T: R* — R?
defined by T(w, x,y,2z) = (w + x,y + z) is singular / non-singular

Program:
T(x):=[x[1]1+x[2],x[3]+x[41]5
T(X):=[x[1]+x[2] X[3]+x[4]]$ X:w,x,y.z]$
B:[[1,0,0,0],[0,1,0,0],[0,0,1,01,[0,0,0,1]]5
X:[w,x,y,z]$ L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply('matrix,L))$
B:[[1,0,0,0],[0,1,0,0],[0,0,1,0],[0,0,0,1]]% print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
print("Nullity of T=",nullity(M))$
L:makelist(T(BJi]),i,1,length(B))$ if nullity(M)=0 then
print("Given linear transformation is Non Singular”) else
M:transpose(apply(‘matrix,L))$ print("Given linear transformation is Singular")$
- - - - - = + +
print("Given Linear Transformation is T(w,x.y,z)=",T(X))$ iﬁ;;"?frzmnsmrmam" S Tlwxy2)= Devw,z+y]
print("Nullity of T=",nullity(M))$ Given linear transformation is Singular

if nullity(M)=0 then
print("Given linear transformation is Non Singular") else

print("Given linear transformation is Singular")$

Output:
Given Linear Transformation isT(w,x,y,z) = [x + w,z + Y]
Nullity of T = 2
Given linear transformation is Singular

Problem 6. Write a program to verify whether the linear transformation T: R® — R3
defined by T(x,y,2) = (x + y,y + z,z + x) is singular / non-singular

Program: TOO=X 2], X231, xBTS
__ Xxy,z]$

T(X).—[X[1]+X[2], X[2]+X[3]1 X[3]+X[l]]$ B:[[1,0,01,[0,1,0],[0,0,1]1%

. L:makelist(T(B[i]).i,1,length(B))$
X: [x,y,z]$ M:transpose(apply('matrix,L))$

i print("Given Linear Transformation is T(x,y,z)=",T(X))$
B:[[1,0,0].[0,1,0],[0,0,1]]$ print("Nullity of T="nullity(M))S

. . iy - if nullity(M)=0 then
L.makel|st(T(B[|]),|,1,Iength(B))$ print("Given linear transformation is Non Singular") else

. . . print("Given linear transformation is Singular')$
M .transpose(apply( matrlx, L))$ Given Linear Transformation is T(x,y,z)= [y +x,z+y ,z+x]
print("Given Linear Transformation is T(X,y,z)=",T(X))$ | Nullity of T= 0

Given linear transformation is Non Singular

print("Nullity of T=",nullity(M))$

if nullity(M)=0 then
print("Given linear transformation is Non Singular") else
print("Given linear transformation is Singular")$
Output:
Given Linear Transformation is T(x,y,z) = [y +x,z+ y,Z + x]
Nullityof T=10

Given linear transformation is Non Singular

63




Exercise:
Write a program to verify if the given linear transformation is singular / non-singular

1. T:R?* — R? defined by T(x,y) = (x, y)
(Answer: Non Singular)
2. T:R* — R3 defined by T(w,x,y,2) = 2w, x,y + 2)
(Answer: Singular)
3. T:R® — R3 definedby T(x,y,2) = (x+z,—x+2y+ 2,y + 2)
(Answer: Singular)
4. T:R?® — R3 defined byT(x,y,2) = (—2z+y+x,z+ 2y + x,—3z + 2y + 2x)
(Answer: Non Singular)
5. T:R?® — R% defined by T(x,y,2) = (x +y, y + 2)
(Answer: Singular)
6. T:R* — R% definedby T(x,y) = (x+y, x— )
(Answer: Non Singular)
7. T:R* — R? defined by T(x,y) = (y,x)
(Answer: Non Singular)
8. T:R?* — R? defined by T(x,y) = (x + 2y, 0)
(Answer: Singular)
9. T:R? — R definedby T(x,y) =x+ y
(Answer: Singular)
10.T: R* — R3 defined by T(x,y) = (x,y,x + y)

(Answer: Non Singular)
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Program 9

Program to find the minimal polynomial of given linear transformation.

Aim: To find the minimal polynomial of given linear transformation / matrix using
Mathematics Softwares (FOSS).

Software: Maxima

Keys:
Key Function
load("diag") Loads Package diag.
* (asterisk) The operator * represents commutative multiplication
[a1, az,...,am] List of numbers/objects ai, ay,...,am.
L[i] Returns i-th element of the list L
' The single quote operator ' prevents evaluation.
and The logical conjunction operator

length (expr)

Returns the number of parts in the external (displayed) form
of expr

The function definition operator

if cond_1 then expr_1

else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise the
expression evaluates to expr_O.

print (“text”, expr)$

Displays text within inverted commas and evaluates and displays
expr

transpose (M)

Returns the transpose of M.

apply(‘matrix,L)

Converting nested lists L to matrix

expand (expr)

Expand expression expr.

factor (expr)

Factors the expression expr, containing any number of variables
or functions, into factors irreducible over the integers

charpoly (M, x)

Returns the characteristic polynomial for the matrix M with
respect to variable x.

minimalPoly (I)

Returns the minimal polynomial of the matrix whose Jordan
form is described by the list I.

jordan (mat)

Returns the Jordan form of matrix mat, encoded as a list in a
particular format.

Note:1. Press Shift+Enter for evaluation of commands and display of output.

2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values

of all symbols
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Definitions and Formulae:

Characteristic Polynomial of a matrix / linear transformation: Let M be an n X n matrix. f(1) =
det(M — AI) is a polynomial in A of degree n and is called the Characteristic Polynomial of M and
f(A) = 0 s called the Characteristic Equation. By Cayley-Hamilton Theorem, every square matrix
satisfies its characteristic equation i.e., f (M) = 0. The characteristic polynomial /equation of a linear
transformation T: U — U is the characteristic polynomial/equation of its associated matrix. The roots

of the characteristic equation of a matrix/linear transformation are precisely its eigen values.

Monic Polynomial: A monic polynomial is a non-zero univariate polynomial (that is, a polynomial in
a single variable) in which the leading coefficient (the nonzero coefficient of highest degree) is equal
to 1. Thus, f(x) = apx™ + ap_1x™ 1 + a,_,x" % + --- + a;x + a, will be a monic polynomial of
degree n if a,, = 1. For example, x? + 2x + 1 and x3 — 4x? + 2x + 1 are monic polynomials but

2x% + 3x + 1 is not a monic polynomial.

Minimal Polynomial of a matrix / linear transformation: A monic polynomial of the smallest degree
which is satisfied by the given matrix or linear transformation is called its minimal polynomial. A
polynomial f(x) is the minimal polynomial of the matrix M / Linear transformation T then:

. f(x) is monic polynomial

1
2. f(M)=0/f(T)=0

3. Ifg(M)=0/g(T) =0then deg f(x) < degg(x)
4. Ifdeg h(x) < degf(x)then h(M) #0/h(T) #0

Program:
Program to find the characteristic polynomial and the minimal polynomial of a matrix M

load(""diag")$
M:matrix([R1],[R2],[R3],...,[Rn])$
C:factor(charpoly(M,x))$
P:minimalPoly(jordan(M))$
print("Given Matrix is M=",M)$
print("Characteristic Polynomial of M=",C,"=",expand(C))$
print("Minimal Polynomial of M="P,"=",expand(P))$

Note: sometimes C:factor(-charpoly(M,x))$ is used to get positive leading coefficient
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Program to the characteristic polynomial and the minimal polynomial of
a linear transformation T: U - U
load(*"diag™)$
T(x):=define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$
B: Standard ordered basis of domain$
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$
C:factor(-charpoly(M,x))$
P:minimalPoly(jordan(M))$
print("Given Linear Transformation is T(x,y,z)=",T(X))$
print(""Characteristic Polynomial of T=",C,"=",expand(C))$
print("Minimal Polynomial of T=",P,"=",expand(P))$

Note: 1. In the above program X:[X,y,z] is taken for illustration.
Take X:[x,y] if U = R?, X:[x,y,z] if U = R3, X:[w,Xx,y,z] if U = R* and so on.

2. Take standard basis as: [[1,0],[0,1]] for R?, [[1,0,0],[0,1,0],[0,0,1]] for R3
[[1,0,0,01,[0,1,0,0],[0,0,1,0],[0,0,0,1]] for R*and so on.

Worked Examples:

Problem 1. Write a program to find the characteristic polynomial and the minimal polynomial of

0 1 0 1
thematrix M =| L Y 1 0 load("diag")s
0 1 0 1 M:matrix([0,1,0,11,[1,0,1,01[0,1,0,11,[1,0,1,0)%
C:factor(charpoly(M,x))$
1.0 10 P:minimalPoly(jordan(M))3
. print("Given Matrix is M=",M)$
Program' print("Characteristic Polynomial of M=",C,"=",expand(C))S
Ioad("diag")$ print("Minimal Polynomial of M=",P,"=",expand(P))3
0101
M:matrix([0,1,0,1],[1,0,1,0],[0,1,0,1],[1,0,1,0])$ Given Matix is e ; 11) ; 11)
C:factor(charpoly(M,x))$ Do 1o
P:minima|P0|y(jordan(M))$ Characteristic Polynomial of M= (x —2)x2 (x+2) = xi-ax
print("Given Matrix is M:"1M)$ Minimal Polynomial of M= (x=2)x (x+2) = x3—4x

print("Characteristic Polynomial of M=",C,"=" expand(C))$
print("Minimal Polynomial of M=",P,"=" expand(P))$
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Output:

01 0 1
. . (1 0 1 0
Given Matrix is M = 010 1
1 01 0

Characteristic Polynomial of M = (x — 2)x?(x + 2) = x* — 4x?
Minimal Polynomial of M = (x — 2)x(x + 2) = x> — 4x

Problem 2. Write a program to find the characteristic polynomial and the minimal polynomial of

2 1 1
thematrix M =[-1 2 -1

-1 1 3 load("diag")$
i M:matrix([2,1,1],[-1,2,-1]1,[-1,1,3])$
Program' C:factor(—-charpoly(M,x))$
s e P:radcan(minimalPoly(jordan(M)))$
|Oad( dlag )$ print("Given Matrix is M=",M)$
print("Characteristic Polynomial of M=",C)$

M:matrix([2,1,1],[-1,2,-1],[-1,1,3])$ print("Minimal Polynomial of M=",P)3
C:factor(-charpoly(M,x))$ L
P:radcan(minimalPoly(jordan(M)))$
print("Given Matrix is M=",M)$

Given Matrix is M= |-1 2 -1

-1 1 3

3 2
Characteristic Polynomial of M= x -7 x +19x-19

3 2
Minimal Polynomial of M= x =7 x +19x-19

print(""Characteristic Polynomial of M=",C)$
print("Minimal Polynomial of M=",P)$
Output:
2 1 1
Given MatrixisM = -1 2 -1
-1 1 3
Characteristic Polynomial of M = x3 — 7x? + 19x — 19

Minimal Polynomial of M = x3 — 7x? + 19x — 19

Problem 3. Write a program to find the characteristic polynomial and the minimal polynomial of
the linear transformation T: R3 — R3 defined by T(x,y,z) = (x + y,y + 2,z + x)

Program:

load("'diag")$

T():=[xX[1]+x[2] x[2]+X[3]. X [3]+X[1]]$

X:[x,y,z]$

B:[[1,0,0],[0,1,0],[0,0,1]]%

L:makelist(T(B[i]).i,1,length(B))$

M:transpose(apply(‘'matrix,L))$

68




Output:

Minimal Polynomial of T = (x — 2) (x +

C:factor(-charpoly(M,x))$

P:minimalPoly(jordan(M))$

print("Given Linear Transformation is T(X,y,z)=",T(X))$
print("Characteristic Polynomial of T=",C,"=",expand(C))$
print("Minimal Polynomial of T=",P,"="expand(P))$

Given Linear TransformationisT(x,y,z) = [y +x,Zz+ y,z + x|
Characteristic Polynomial of T = (x —2)(x* —x+ 1) =x3 —3x*+3x — 2

\/§%i—1>< V3%i + 1
—————————— x_—

— 3 2 _
2 2 >—x 3x“+3x—2

load("diag™)$

T(x):=[x[11+x[2],x[2]+x[3],x[3]+x[1]]

X:[x,y,z]$

B:[[1,0,0],[0,1,01,[0,0,1]]%
L:makelist(T(B[i]),i,1,length(B))S
M:transpose(apply('matrix,L))$
C:factor(—-charpoly(M,x))S

P:minimalPoly(jordan(M))$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Characteristic Polynomial of T=",C,"=",expand(C))3
print("Minimal Polynomial of T=",P,"=",expand(P))$

Given Linear Transformation is T(x,y.z)= [y +x.,z+y,z+x]

2 3 2
Characteristic Polynomial of T= (x -2)(x —x+1) = x -3x +3x-2

. . s
Minimal Polynomial of T= (x—Z)(x+ v/3 %1 ](x- V'3 %i+1 ): x =3x +3x-2
2 2

Problem 4. Write a program to find the characteristic polynomial and the minimal polynomial of

Program:

the linear transformation T: R* — R* defined by

Twx,y,z)=WwWw+xw+x++yw+x+y+2)

load("diag")$
TO):=[X[ALX[A+X[2LX[A]+X[2]+X[3] X [1]+X[2]+X[3] +X[4]]$
X:[w,x,y,z]$

B:[[1,0,0,0],[0,1,0,0],[0,0,1,01,[0,0,0,1]1%
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$

C:factor(charpoly(M,x))$

P:minimalPoly(jordan(M))$

print("Given Linear Transformation is T(w,X,y,z)=",T(X))$
print("Characteristic Polynomial of T=",C,"=",expand(C))$
print("Minimal Polynomial of T=",P,"=",expand(P))$
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Output:
Given Linear TransformationisT(w,x,y,z) = [w,x+w,y+x+w,z+y + x + w]
Characteristic Polynomial of T = (x — 1)* = x* —4x3 + 6x* —4x + 1
Minimal Polynomial of T = (x — 1)* = x* —4x3 + 6x? —4x + 1

load("diag")s

T =[] x[1#x[2] x[1]+x[2]+x[3],x[1[+x[2]+x[3]+x[4]]5
Xiw,x,y,z]%

B:[[1,0,0,01,[0,1,0,0],[0,0,1,01,[0,0,0,111%
L:makelist(T(B[i]),i,1,length(B))3
M:transpose(apply('matrix,L))$

C:factor(charpoly(M,x))$

P:minimalPoly(jordan(M))$

print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
print("Characteristic Polynamial of T=",C,"=",expand(C))$
print("Minimal Palynomial of T=",P,"=",expand(P))$

Given Linear Transformation is T(w,x,y,2)= [W,X +W Yy +X+W,Z+y +x +w]

4 4 3 2
Characteristic Polynomial of T= (x=1) =x —-4x +6x -4 x+1

4 4 3 2
Minimal Polynomial of T= (x-1) =x —-4x +6x —-4x+1

Problem 5. Write a program to find the characteristic polynomial and the minimal polynomial of

the linear transformation T: R?* — R? defined by T(x, y) = (x, —y)

Program:
load("diag™)$ load("diag")$
T 1 2 $ T(x):=[x[11,-x[2]]
X):=[x[1],-x Xeboyls
(x):=[x[1],-x[2]] ST ol
. L:makelist(T(B[i]),i,1,length(B))S
X[X’y]$ M:transpose(apply('matrix,L))S
C:factor(charpoly(M,x))S
B:[[1,0],[0,1]]$ P:minimalPoly(jordan(M))s
print("Given Linear Transformation is T(x,y)=",T(X))$
Lmake“st(T(BD]) il Iength(B))$ print("Characteristic Polynomial of T=",C,"=",expand(C))$
X print("Minimal Polynomial of T=",P,"=" expand(P))$
M :tranSDOSE(appIy(lmatrix, L))$ Given Linear Transformation is T(x,y)= [x,-y]
2
Characteristic Polynomial of T= (x=1)(x+1) = x -1
C:factor(charpoly(M,x))$
( p y( )) Minimal Polynomial of T= (x=1)(x+1) = x2—1
P:minimalPoly(jordan(M))$
print("Given Linear Transformation is T(x,y)=",T(X))$
print("Characteristic Polynomial of T=",C,"="expand(C))$
print("Minimal Polynomial of T=",P,"="expand(P))$
Output:

Given Linear Transformation is T(x,y) = [x,—Y]
Characteristic Polynomial of T=(x — 1)(x +1) =x% — 1
Minimal Polynomial of T = (x — 1)(x + 1) =x%2 -1
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Exercise:

I. Write a program to find the characteristic polynomial and the minimal polynomial of the matrices:

31 -1
1.M= <2 2 —1) (Answer: x3 — 5x% + 8x — 4 and x3 — 5x% + 8x — 4)
2 2 0
5 -6 -6
2M=|-1 4 2 (Answer: x3 — 5x% + 8x — 4 and x% — 3x + 2)
3 —6 —4
3 -1 0
3IM=|0 2 0 (Answer: x3 — 7x% + 16x — 12 and x? — 5x + 6)
1 -1 2
(2 5 .2 2
4. M = (6 1) (Answer: x? — 3x — 28 and x? — 3x — 28)

Il. Write a program to find the characteristic polynomial and the minimal polynomial of the
linear transformations:
1. T:R? — R? defined by T(x,y) = (3x + y,6x+2y)

(Answer: x> — 1 and x? — 1)
2. T:R3 — R3 defined by T(x,y,2) = (x,y,2)
(Answer: x3 —3x% + 3x —1and x — 1)
3. T:R3® — R3 defined by T(x,y) = (0,0,0)
(Answer: x3 and x)
4. T:R® — R3 defined by T(x,y,z) = (0,x,y)
(Answer: x3 and x3)
5. T:R3® — R3 defined by T(x,y,2) = (4x + z, 2x + 3y + 2z, x + 42)

(Answer: x3 — 11x% + 39x — 45 and x? — 8x + 15)

71




Program 10

Program to find the algebraic multiplicity and geometric multiplicity
of the Eigenvalues of the given linear transformation.

Aim: To find the algebraic multiplicity and geometric multiplicity of the Eigenvalues

of the given linear transformation /matrix using Mathematics Softwares (FOSS).

Software: Maxima
Keys:

Key

Function

* (asterisk)

The operator * represents commutative multiplication

AN

Exponentiation operator or power or index

[a1, az,.. .,am]

List of numbers/objects ai, a,...,am.

Returns i-th element of the list L

L[i]

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev

(expr, 1=j) is applied to the elements j of the
sequence: i 0,i 0+1,i 0+2, ..., with|j| less than or
equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr_0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

transpose (M)

Returns the transpose of M.

apply(‘matrix,L)

Converting nested lists L to matrix

reverse (list)

Reverses the order of the members of the list (not the
members themselves)

table_form()

Displays a 2D list in a form that is more readable than the
output from Maxima’s default output routine. The input is
a list of one or more lists.

push (item, list)

push prepends the item item to the list list and returns a
copy of the new list.

eigenvalues (M) or eivals (M)

Returns a list of two lists containing the eigenvalues of
the matrix M. The first sublist of the return value is the
list of eigenvalues of the matrix, and the second sublist is
the list of the multiplicities of the eigenvalues in the
corresponding order.
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Computes eigenvectors of the matrix M. The return value
is a list of two elements. The first is a list of the
eigenvalues of M and a list of the multiplicities of the
eigenvalues. The second is a list of lists of eigenvectors.
There is one list of eigenvectors for each eigenvalue.
There may be one or more eigenvectors in each list.

eigenvectors (M) or eivects (M)

Note:1. Press Shift+Enter for evaluation of commands and display of output.
2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values
of all symbols

Definitions and Formulae:

Eigen value and Eigen vector of a Linear transformation: Let ¥ be a vector space over a field
F and T:V — V be a linear transformation / linear operator. A scalar A € F is called an eigen value
/ characteristic value of T if T(v) = Av for some non-zero vector v € V. Then v is called an eigen
vector / characteristic vector corresponding to the eigen value A.

Similarly, a non-zero vector v € V is called an eigen vector / characteristic vector of T if T(v) =
Av for some scalar 4 € F. Then 4 € F is called an eigen value / characteristic value corresponding

to the eigen vector v.

Algebraic Multiplicity of an Eigen Value: An eigen value of a linear transformation may be
repeated. The number of times an eigen value is repeated is called its algebraic multiplicity. For a
non-repeated eigen value, algebraic multiplicity is 1. For twice repeated eigen value, algebraic
multiplicity is 2 and so on. Using characteristic polynomial, algebraic multiplicity of an eigen

value 2 is the largest integer k for which (x — 1)* is a factor of the characteristic polynomial f (x).

Geometric Multiplicity of an Eigen Value: The number of linearly independent eigen vectors
corresponding to an eigen value is called its geometric multiplicity. In fact, geometric multiplicity
is the dimension of eigen space of an eigen value. For a non-repeated eigen value, geometric
multiplicity is 1. For twice repeated eigen value, geometric multiplicity may be 1 or 2 depending

on the dimension of its eigen space.

Relation between algebraic and geometric multiplicities of an eigen value: For any eigen value

geometric multiplicity < algebraic multiplicity
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Program:
Program to find the algebraic multiplicity and geometric multiplicity of eigen values of a

linear transformation T: R® — R™

T(X):=define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$

B:Standard basis of given vector space$
L:makelist(T(B[i]),i,1,length(B))$

M:transpose(apply(‘matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value" "algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i],length(vecs[i]),setify(vecs[i])]$

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is 1(x,y,z)=",T(X))$
table_form(reverse(N))$

Note: 1. Here X:[x,y,z] is taken for illustration purpose.
Take X:[x,y] if domain is R?, X:[x,y,z] if domain is R3,

X:[w,x,y,z] if domain is R* and so on.

2. Take standard basis as: B:[[1,0],[0,1]] for R?, B:[[1,0,0],[0,1,0],[0,0,1]] for R3,
B:[[1,0,0,0],[0,1,0,0],[0,0,1,0],[0,0,0,1]] for R*and so on.

Program to find the algebraic multiplicity and geometric multiplicity of eigen
values of a matrix
M:matrix([R1],[R2]....,[Rn])$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value" "algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i],length(vecs[i]),setify(vecs[i])]$

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear matrix is M=",M)$

table_form(reverse(N))$
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Worked Examples:

Problem 1. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values

Program:

Output:

of the linear transformation T: R> — R? defined by T(x,y) = (x + 4y,2x + 3y)

T(X):=[x[1]+4*x[2],2*x[1]+3*X[2]]$

X:[x.y]$

B:[[1,0],[0,1]]1%

L:makelist(T(BJi]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i],length(vecs]i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(x,y)=",T(X))$
table_form(reverse(N))$

Given Linear Transformationis T(x,y) = [4y + x,3y + 2x]
Eigen Value Multiplicity Linearly Independent Eigen vectors

A4 =5 1 {[1,1]}
1 =-1 1 il 1]}
2 ) 2
T):=[x[1]+4-x[2],2-x[1]+3-x[2]]$

X:[x,y]$

B:[[1,01,[0,1115

L:makelist(T(B[i]),i,1,length(B))S

M:transpose(apply(‘matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[Ali]=vals[1][i],vals[2][i].length(vecs[i]),setify(vecs[i])]$

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(x,y)=",T(X))$

table_form(reverse(N))$

Given Linear Transformation is T(x,y)= [4 y+x ,3 y +2 x]
Eigen Value algebraic Multiplicity Geometric Multiplicity —Linearly Independent Eigen vectors

A,=5 1 1 {11,11)

o 1)

Problem 2. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values

of the linear transformation T: R* — R* defined by T(w,x,y,2) = (0,w, x,y)
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Program:
T(x):=[0,x[1],x[2] . x[3]]$
X:[w,x,y,z]$
B:[[1,0,0,0],[0,1,0,0],[0,0,1,01,[0,0,0,1]]%
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$
[vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]]$
N():=[M[1]=vals[1][i],vals[2][i],length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(w,X,y,2)=",T(X))$
table_form(reverse(N))$

Output:

Given Linear Transformationis T(w,x,y,z) = [0,w, x, y]

EigenValue algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors
A4 =0 4 1 {[0,0,0,1]}

T(x):=[0,x[1],x[2].x[3]]$

X:[w,x,y,z]$

B:[[1,0,0,0],[0,1,0,0],[0,0,1,01,[0,0,0,1]]%
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply('matrix,L))$

[vals, vecs]:eigenvectors(M)3

N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i] length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(w,x,y,z)=",T(X))$
table_form(reverse(N))$

Given Linear Transformation is T(w,x,y,z)= [0,w,x,¥]
Eigen Value algebraic Multiplicity Geometric Muiltiplicity Linearly Independent Eigen vectors

A,=0 4 1 {10,0,0,11}

Problem 3. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values
of the linear transformation T: R® — R3 defined by T(x,y,z) = (x,2x + y,3x + 2y)

Program:

T(X):=[x[1], 2*x[1]+x[2],3*x[1]+2*Xx[2]]$

X:[xy,z]$

B:[[1,0,0],[0,1,0],[0,0,1]]%

L:makelist(T(B[i]),i,1,length(B))$

M:transpose(apply(‘'matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]]$
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N():=[A[i]=vals[1][i],vals[2][i],length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(X,y,z)=",T(X))$
table_form(reverse(N))$
Output:
Given Linear Transformationis T(x,y,z) =[x,y + 2x, 2y + 3x]

EigenValue algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors
2 =0 1 1 {[0,01]}
=1 2 1 {[0,1,2]}

T(x):=[x[1], 2-x[1]+x[2],3-x[1]+2-x[2]]%

X:[x,y.2]$

B:[[1,0,0]1,[0,1,0],[0,0,1]1%

L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply('matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]$
N(i):=[Ali]=vals[1][i],vals[2][i].length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
table_form(reverse(N))$

Given Linear Transformation is T(x,y,z)= [x,y+2x,2 y+3 x]
Eigen Value algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors
4,=0 1 1 {10,011}

A,=1 2 1 {10,121}

Problem 4. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values
of the linear transformation T: R? — R3 defined by
T(x,y,z) =(5x— 6y —6z,—x+4y + 22,3x — 6y —4z2)
Program:
T(X):=[5*x[1]-6*X[2]-6*X[3],-X[1]+4*x[2]+2*Xx[3],3*X[1]-6*x[2]-4*X[3]]$
X:[xy,z]$
B:[[1,0,0],[0,1,0],[0,0,1]]%
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$
[vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity","Linearly Independent Eigen vectors"]]$
N():=[A[i]=vals[1][i],vals[2][i],length(vecs][i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear Transformation is T(x,y,z)=",T(X))$
table_form(reverse(N))$
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Output:
Given Linear Transformation is T(x,y,z) = [—6z — 6y + 5x,2z + 4y — x,—4z — 6y + 3x]
EigenValue algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors

=1 1 1 {[1,—%, 1]}

=2 2 2 {[0,1, ~1], [1,0,%]}

T(x):=[5-x[1]-6-x[2]-6-x[3],~x[1]+4-x[2]+2-x[3],3-x[1]-6-x[2]-4-x[3]]$
X:[x,y,z]$

B:[[1,0,0],[0,1,01,[0,0,1]]8

L:makelist(T(B[i]),i,1.length(B))$

M:transpose(apply('matrix,L))$

[vals, vecs]:eigenvectors(M)$

N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[A[il]=vals[1][i],vals[2][i],length(vecs]i]),setify(vecs[i])]S

for i thru length(vals[1]) do N:push(N(i),N)$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
table_form(reverse(N))$

Given Linear Transformation is T(x,y,z)= [-6z-6y+5x,2z+4 y-x,-4z-6 y+3 x]

Eigen Value algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors

e

_ 1
A,=2 2 2 [10‘1‘—1][1,0‘7}}

Problem 5. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values

1 2 0
ofthematrixM =2 1 -6

2 =2 3
Program:
M:matrix([1,2,0],[2,1,-6],[2,-2,3])$
[vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i],length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear matrix is M=",M)$
table_form(reverse(N))$
Output:
1 2 0
Given Linear matrixisM =2 1 -6
2 =2 3
EigenValue algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors
A =-3 1 1 {[1,-2,—-1]}
A, =3 1 1 {[1,1,0]}
A3 =5 1 1 {[1,2,—1]}
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M:matrix([1,2,01,[2,1,-6],[2,-2,3])$
[vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i] length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear matrix is M=",M)$
table_form(reverse(N))$
1.2 0
Given Linear matrix is M= |2 1 -6
2 -2 3

Eigen Value algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors

A="3 1 1 {11,-2,-11}
A,=3 1 1 {11,1,01}
4,75 1 1 {11,2,-11}

Problem 6. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values

of the matrix M = (1 1)

0 1

Program:
M:matrix([1,1],[0,1])$
[vals, vecs]:eigenvectors(M)$
N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i],length(vecs][i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear matrix is M=",M)$
table_form(reverse(N))$

Output:
Given Linear matrix is M = (é D

EigenValue algebraic Multiplicity Geometric Multiplicity Linearly Independent Eigen vectors
=1 2 1 {{1.0]}

M:matrix([1,1],[0,1])$
[vals, vecs].eigenvectors(M)$
N:[["Eigen Value","algebraic Multiplicity","Geometric Multiplicity”,"Linearly Independent Eigen vectors"]]$
N(i):=[A[i]=vals[1][i],vals[2][i] length(vecs[i]),setify(vecs[i])]$
for i thru length(vals[1]) do N:push(N(i),N)$
print("Given Linear matrix is M=",M)$
table_form(reverse(N))$

11

1

Given Linear matrix is M=
0
Eigen Value algebraic Multiplicity Geometric Muiltiplicity —Linearly Independent Eigen vectors

A =1 2 1 {11,01}
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Exercise:

Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values of

the given linear transformations:

1. T:R?> — R? defined by T(x,y) = (y,0) (Answer: 1 = 0, AM=2, GM=1)
2. T:R® — R3 defined by T(x,y,2) = (0,0,0) (Answer: 1 = 0, AM=3, GM=3)
3. T:R?® — R3 defined by T(x,y,2) = (x,y,2) (Answer: 1 = 1, AM=3, GM=3)

4. T:R?® — R3 defined by T(x,y,2) = (x,x — y,x — z)
(Answer: 1 = 1, AM=1, GM=1, A = —1, AM=2, GM=2)

5. T:R* — R* defined by T(w,x,y,2) = W+ x,x+y,y+2z,z+w)

(Answer: A = 0, AM=1, GM=1, 1 = 2, AM=1, GM=1, 1 =1 + i, AM=1, GM=1, 1 = 1 — i, AM=1, GM=1)

. Write a program to find the algebraic multiplicity and geometric multiplicity of eigen values of

the given matrices:

Lm=(%?) (Answer: A = 2, AM=2, GM=1)

0 0 2
2. M = (1 0 1 ) (Answer: 1 =1, AM=1, GM=1, 4 = -1, AM=1, GM=1, 1 = -2, AM=1, GM=1)
0 1 -2

2 4 6
3 M= (0 2 2) (Answer: 4 = 2, AM=2, GM=1, 1 = 4, AM=1, GM=1)
0 0 4
1 1 0 0
-1 -1 0 0 ) _ _ _ _
4, M = o _92 92 1 (Answer: 4 = 1, AM=2, GM=1, 4 = 0, AM=2, GM=1)
1 1 -1 0
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Program 11

Program on diagonalization.

Aim: To test whether a square matrix / a linear operator is diagonalizable or not and

finding its diagonal form if exists using Mathematics Softwares (FOSS).

Software: Maxima

Key Function
Loads the package eigen which contains several functions
load ("eigen") devoted to the symbolic computation of eigenvalues and

eigenvectors.

* (asterisk)

The operator * represents commutative multiplication

AN

Exponentiation operator or power or index

[a1, az,.. .,am]

List of numbers/objects ai, a,...,am.

Li]

Returns i-th element of the list L

The single quote operator ' prevents evaluation.

makelist (expr, i, i_0, i_max)

Returns the list of elements obtained when ev

(expr, i1=j) is applied to the elements j of the
sequence: i 0,i 0+1,i 0+2,..,with |j| less than or
equal to |i_max|.

length (expr)

Returns the number of parts in the external (displayed)
form of expr

The function definition operator

if cond_1 then expr_1 else expr_0

evaluates to expr_1 if cond_1 evaluates to true, otherwise
the expression evaluates to expr_0.

print (“text”, expr)$

Displays text within inverted commas and evaluates and
displays expr

transpose (M)

Returns the transpose of M.

apply(‘matrix,L)

Converting nested lists L to matrix

similaritytransform (M)

similaritytransform computes a similarity transform of the
matrix M.

If PTMP=D is similarity transform of M then leftmatrix

leftmatrix 1
refersto P
. . If PYMP=D is similarity transform of M then rightmatrix
rightmatrix
refers to P
* Not equal to
[ Empty list

radcan (expr)

Simplifies expr, which can contain logs, exponentials, and
radicals
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Note:1. Press Shift+Enter for evaluation of commands and display of output.
2. Replace semicolon (;) by dollar ($) to suppress output of any input line.
3. Replace dollar ($) by semicolon (;) to see output of any input line.
4. Start each session with kill(all)$ or quit()$ to remove previously assigned values
of all symbols

Definitions and Formulae:

Diagonalization of a square matrix: Let M be a square matrix of order n. M is said to be diagonalizable
if M is similar to a diagonal matrix D, that is, P"*MP = D is a diagonal matrix for some non-singular

matrix P. Here D is called the diagonal form of M.

Not all square matrices are diagonalizable. A square matrix is diagonalizable if for each eigen value,

algebraic multiplicity = geometric multiplicity.

Diagonalization of a linear operator/transformation: Let T: V — V be a linear operator and V is a finite-
dimensional vector space. T is said to be diagonalizable if there exists a basis B = {v;, vy, ..., v, } of

V such that the matrix of T with respect to the basis B is diagonal.

Not all linear operators are diagonalizable. A linear operator is diagonalizable if and only if there

exists a basis of V containing eigen vectors of T.

Program:
Program to verify diagonalizability of a matrix M.
Also finding P and D such that P~"*MP = D if M is diagonalizable.

load("eigen")$

M:matrix([R1],[R2],...,[Rn])$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)$

if P#[] then print("Given matrix is Diagonalizable")
and print("Matrix P=",P) and

print("Diagonal form of M is D=",radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable™)$
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Program to verify diagonalizability of a linear operator T:V — V. If T is diagonalizable,

finding diagonal form of the matrix of T.

T(x):= define T as an ordered list as given in problem in terms of x[i]$
X:[x,y,z]$

B:standard basis of domain$
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given Linear Transformation is T(x,y,z)=",T(X))$
print("Matrix of T is M=",M)$

if P£[] then print("Given T is Diagonalizable") and
print(*Diagonal form of M is D=",radcan(P1.M.P)) else

print("Given T is not Diagonalizable")$

Note: 1. Here X:[x,y,z] is taken for illustration purpose.
Take X:[x,y] if domain is R?, X:[x,y,z] if domain is R3,

X:[w,x,y,z] if domain is R* and so on.

2. Take standard basis as: B:[[1,0],[0,1]] for R?, B:[[1,0,0],[0,1,0],[0,0,1]] for R3,
B:[[1,0,0,0],[0,1,0,0],[0,0,1,0],[0,0,0,1]] for R* and so on.

Worked Examples:

Problem 1. Write a program to verify diagonalizability of matrix M = ((1) _01)

Also find P and D such that P~*MP = D if M is diagonalizable
Program:
load("eigen™)$
M:matrix([0,-1],[1,0])$
similaritytransform (M)$
P:rightmatrix$
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Output:

Problem 2. Write a program to verify diagonalizability of matrix M =

Program:

Output:

P1:leftmatrix$
print("Given matrix is M=",M)$

if P#[] then print("Given matrix is Diagonalizable")

and print("Matrix P=",P) and

print("Diagonal form of M=",radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable™)$

-

Given matrix is Diagonalizable

(% %)
ﬁﬁ|
%i %i

NP

Diagonal formof MisD = (

Given matrixis M = (

Matrix P =

0

—%i

load("eigen")3

M:matrix([0,-1][1,01)$

similaritytransform (M)$

Prrightmatrix$

P1leftmatrix$

print("Given matrix is M="M)$

if P#[] then print("Given matrix is Diagonalizable™)

and print("Matrix P=" P) and

print("Diagonal form of M is D="radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable")$

0 -1
Given matiix is M= [1 0 ’

Given matrix is Diagonalizable
1 1

2 /2
vV v
Matrix P=
% Wi
V2 V2

Diagonal form of M is D=

-%i 0
0 %i

-1 2 4
-2 4 2
—4 2 7

Also find P and D such that P~*MP = D if M is diagonalizable

load("'eigen™)$
M:matrix([-1,2,4],[-2,4,2],[-4,2,7])$
similaritytransform (M)$
P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)$

if P#[] then print("Given matrix is Diagonalizable")

and print("Matrix P=",P) and

print("Diagonal form of M is D=",radcan(P1.M.P)) else

print("Given matrix is not Diagonalizable")$

-1 2 4
Given matrixisM =| -2 4 2
-4 2 7

Given matrix is Diagonalizable

load("eigen")$

M:matrix([-1,2,4],[-2,4,2],[-4.2,7])$
similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)3$

if P2[] then print("Given matrix is Diagonalizable")

and print("Matrix P=",P) and

print("Diagonal form of M is D=",radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable")$

-1 2 4
Given matrix isM=|-2 4 2

-4 27
Given matrix is Diagonalizable

2 1

[ 0
E
3 V2
Matrix P= L 2_
3 /5
vV
211
3 \_’2 \r’S
400
Diagonal form of Mis D= |0 3 0
003
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Problem 3. Write a program to verify diagonalizability of matrix M =

Program:

Output:

.

Matrix P =

mdl e

Qs e Sl-

—

V5

Diagonal formof MisD = (

4 0 0

030)

0 0 3
0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

Also find P and D such that P~*MP = D if M is diagonalizable

load("'eigen™)$

M:matrix([0,1,0,1],[1,0,1,0],[0,1,0,1],[1,0,1,0])$

similaritytransform (M)$
P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)$

if P#[] then print("Given matrix is Diagonalizable")

and print("Matrix P=",P) and

print("Diagonal form of M is D=",radcan(P1.M.P)) else

1 1 1
print("Given matrix is not Diagonalizable")$ 2 2 5 °
L !
o 2 2 V2
0 1 0 1 Matrix P= TR U
. - (1 0 1 0 22 2
Given matrix is M = 01 0 1 I 3
1 0 1 O 2 2 V2
Given matrix is Diagonalizable 200
0 200
1 1 i 0 Diagonal form of M is D= 0 000
2 2 2 0 000
1 1 0 1
2 2
Matrix P = V2
1 1 0
2 2
1 1 1
—_— = O [
2 2 V2

load("eigen™)$
M:matrix([0,1,0,1],(1,0,1,01,[0,1,0,1],[1,0,1,0])%
similaritytransform (M)3$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M="M)3%

if P#[] then print("Given matrix is Diagonalizable")

and print("Matrix P=" P} and

print("Diagonal form of M is D="radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable™)$

0101

1010
Given matrix is M=

0101

1010

Given matrix is Diagonalizable
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Diagonal formof M is D =

-2

S o N O
o O O
(=Moo

0
0
0 0

Problem 4. Write a program to verify diagonalizability of matrix M = ((1) 1)

Program:

Output:

Also find P and D such that P~*MP = D if M is diagonalizable

load("'eigen™)$

M:matrix([0,-1],[1,0])$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)$

if P#[] then print("Given matrix is Diagonalizable")
and print("Matrix P=",P) and

print("Diagonal form of M=",radcan(P1.M.P)) else

print("Given matrix is not Diagonalizable")$

Given matrix is M = ((1) 1)

Given matrix is not Diagonalizable

load("eigen™)$

M:matrix([1,1],[0,1])$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)3

if P#[] then print("Given matrix is Diagonalizable")

and print("Matrix P=",P) and

print("Diagonal form of M is D="radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable")$

11
01

Given matrix is not Diagonalizable

Given matrix is M=

2 1 0
Problem 5. Write a program to verify diagonalizability of matrix M = (0 2 1>

Program:

0 0 2

Also find P and D such that P~*MP = D if M is diagonalizable

load("eigen™)$

M:matrix([2,1,0],[0,2,1],[0,0,2])$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)$

if P#[] then print("Given matrix is Diagonalizable")
and print("Matrix P=",P) and

print("Diagonal form of M is D=",radcan(P1.M.P)) else

print("Given matrix is not Diagonalizable")$

load("eigen™)3

M:matrix([2,1,01,[0,2,1],[0,0,2])$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given matrix is M=",M)%

if P#[] then print("Given matrix is Diagonalizable")

and print("Matrix P=",P) and

print("Diagonal form of M is D="radcan(P1.M.P)) else
print("Given matrix is not Diagonalizable")3

210
Given matrix is M= |0 2 1
002
Given matrix is not Diagonalizable
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Output:

2 1 0
GivenmatrixisM =0 2 1
0 0 2

Given matrix is not Diagonalizable

Problem 6. Write a program to verify diagonalizability of linear operator T: R® — R3 defined by
T(x,y,z) = (4x + z,2x + 3y + 2z,x + 4z). Also, the find diagonal form of the matrix
of T if T is diagonalizable.
Program:
T(X):=[4*x[1]+x[3],2*Xx[1]+3*x[2]+2*X[3] x[1] +4*X[3]]$

X:[xy,z]$ T4 1+3].2H 113 X[2]+ 23] 1 +4-X{3]]S
X[x,y,2]%
. B:[[1,0,0],[0,1,01,[0,0,1]]%
B.[[l,0,0] ’ [0’ 1’0] ’ [0’0’ 1]]$ L:makelist(T(B[i]),i,1 length(B))$
. . . M:transpose(apply('matrix,L))$
L:makel |St(T(B[|]),|,l, Iength(B))$ similaritytransform (M)$
P:rightmatrix$
. ! 1 P1:leftmatrix$
M 'transpose(apply( matl’IX, L))$ print("Given Linear Transformation is T(x,y,2)=",T(X))3
.. . print("Matrix of T is M=",M)$
similaritytransform (M)$ if P[] then print("Given T is Diagonalizable") and
print("Diagonal form of M is D=",radcan(P1.M.P)) else
P:rightmatrix$ print("Given T is not Diagonalizable")$

Given Linear Transformation is T(x,y,z)= [z+4 x,2z+3 y+2 x4 z+x]

401
232
10 4

Given T is Diagenalizable

P1:leftmatrix$

print("Given Linear Transformation is T(X,y,z)=",T(X))$
print("Matrix of T is M=",M)$

if P#[] then print("Given T is Diagonalizable™) and

Matrix of T is M=

Diagonal form of M is D=

500
030
003

print("Diagonal form of M is D=",radcan(P1.M.P)) else
print("Given T is not Diagonalizable")$
Output:

Given Linear Transformation is T(x,y,z) = [z + 4x,2z + 3y + 2x,4z + x|

4 0 1
Matrixof TisM =2 3 2)
1 0 4

GivenT is Diagonalizable

5 0 0
Diagonal formof MisD=(0 3 0
0 0 3

Problem 7. Write a program to verify diagonalizability of linear operator T: R? — R? defined by
T(x,y) = (2x + y,2y). Also, the find diagonal form of the matrix
of Tif T is diagonalizable.
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Program:
T(x):=[2*x[1]+x[2],2*x[2]]$
X:[x,y]$
B:[[1,0],[0,1]]%
L:makelist(T(B[i]),i,1,length(B))$
M:transpose(apply(‘matrix,L))$
similaritytransform (M)$
P:rightmatrix$
P1:leftmatrix$
print("Given Linear Transformation is T(x,y)=",T(X))$
print("Matrix of T is M=",M)$
if P#[] then print("Given T is Diagonalizable") and
print("Diagonal form of M is D=",radcan(P1.M.P)) else
print("Given T is not Diagonalizable")$

Output:

T(x):=[2-x[1]+x[2],2-x[2]]$

X:[xy]$

B:[[1,01,[0,1]]$

L:makelist(T(B[i]).i,1,length(B))$
M:transpose(apply('matrix,L))$

similaritytransform (M)$

P:rightmatrix$

P1:leftmatrix$

print("Given Linear Transformation is T(x,y)=",T(X))$
print("Matrix of T is M=",M)$

if P#[] then print("Given T is Diagonalizable") and
print("Diagonal form of M is D=",radcan(P1.M.P)) else
print("Given T is nct Diagonalizable™)$

Given Linear Transformation is T(x,y)= [y +2 x,2 y]
Matrix of T is M= 0

21
2

Given T is not Diagonalizable

Given Linear Transformation is T(x,y) = [y + 2x, 2y]

Matrixof Tis M = ((2) ;)

GivenT is not Diagonalizable
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Exercise:

I. Write a program to verify diagonalizability of a given matrix M. Also finding P and D
such that P~*MP = D if M is diagonalizable.

1. M= (g (5)) (Answer: Not Diagonalizable)
_(5 0 . .
2. M = (3 6) (Answer: Diagonalizable)
6 3 -8
3 M= <O -2 0 ) (Answer: Not diagonalizable)
1 0 -3
4. M = (2 1) (Answer: Not Diagonalizable)
0 2
1 0 O
5 M= <2 1 0) (Answer: Not diagonalizable)
3 2 0
2 00
6. M = (2 6 0 (Answer: Diagonalizable)
3 2 1
0 0 0 O
(1 0 0 O ) . .
7. M= 01 0 0 (Answer: Not Diagonalizable)
0 01 0

I1. Write a program to verify diagonalizability of given linear operator T:V - V.
Also, the find diagonal form of the matrix of T if T is diagonalizable.

1. T: R?> — R? defined by T(x,y) = (0,0) (Answer: Diagonalizable)
2.T:R® — R3 defined by T(x,y,2) = (x,y,2) (Answer: Diagonalizable)
3. T: R* — R* defined by T(w, x,y,2) = (0,w,x,y) (Answer: Not diagonalizable)
4. T: R*> — R? defined by T(x,y) = (x + y,2y) (Answer: Diagonalizable)
5. T: R? — R? defined by T(x,y) = (x + 2y,y) (Answer: Not diagonalizable)

6. T: R® — R defined by T(x,y,2z) = (x + 3y,2x —y,y — z) (Answer: Diagonalizable)

7.T: R® — R3 defined by T(x,y,2) = (2,y,x) (Answer: Diagonalizable)
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PROGRAM-1: Tofind areal root of the given equation using Bisection
Method.

The method consists of locating the root of the equation f(x)=0 between a and
b (a<b). If f(x) is continuous in the interval [a, b] and f(a)and f(b) are of
opposite signs then there is a root between a and b. For definiteness, f(a)be
negative and f(b) be positive. Then the first approximation to the root is x,=

a—;rb. If f(x,) =0 then x, is a root of f(x)=0. Otherwise, the root lies between a

and x, or x, and baccordingly as f(x,) is positive or negative. Then we bisect the
interval as before and continue the process until the root is found to the desired

accuracy. 7

Example: Maxima program to find a real root of x3 — 9x + 1 = 0 using Bisection
method.

Kill(all)$
fpprintprec:4%
f(x):=x"3-9*x+1,;
a:read("Enter the lower limit of the interval a=")$
b:read("Enter the upper limit of the interval b=")%
if f(a)*f(b)>0 then
print("Change the limits")
else (
for i:1 thru 20 do (
c:(a+b)/2,
if f(c)*f(b)=0 then
b:c
else
a:c),
print("Root is", float(c)))$
wxdraw2d(grid = true,
explicit(f(x),x,-4.,4),
color=red,
point_type=filled circle,
points([c],[0])
)5

f(x):=x>—9x+1
Enter the lower limit of the interval a= 0;
Enter the upper limit of the interval b= 1;
Rootis 0.1113
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Exercise: Write a maxima program to find a real root of the following equations
using Bisection method.

1.1
1.2
1.3
1.4
1.5

x3-5x+3=0
x3—-x—-1=0

x3—-16x2+3=0
xe* =

cosx—3x+1=0

(Ans
(Ans
(Ans
(Ans
(Ans

: 0. 657)
- 1. 325)
- 0.439)

: 0. 567)
: 0. 607)




Program-2: To find a real root of the given equation using Regula Falsi Method.

The Regula- Falsi method is based on replacing the part of the curve between
the points (x,, f(x,)) and (x,, f(x,)) by the chord joining these two points and
then taking the point of intersection of the chord with x-axis as an
X1f(X2) — X% f (Xl)

f(x;)—f(x)
approximation. Using this equation, we get a sequence of approximations till we
get the root to the desired accuracy.

approximation to the root. We obtain x = ,which gives the first

Example: Maxima program to find a real root of x3 — 2x — 9 = 0 using Regula
Falsi method.

kill(all)$
fpprintprec:4%
f(x):=x"3-2*x-9;
a:read("Enter the lower limit of the interval a=")$
b:read("Enter the upper limit of the interval b=")$
if f(a)*f(b)>0 then
print("Change the limits")
else (
for i:1 thru 10 do (
c:(a*f(b)-b*f(a))/(f(b)-f(a)),
if f(c)*f(b)>0 then
b:c
else
a:c),
print("Root is", float(c)))$
wxdraw2d(grid = true,
explicit(f(x),x,-4,4),
color=red,
point_type=filled_circle,
points([c],[0])
)$
f(x)=x3-2x-9
Enter the lower limit of the interval a= 2;
Enter the upper limit of the interval b= 3;
Root is 2.398
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Exercise: Write a maxima program to find a real root of the following equations
using Regula Falsi Method.

21 x*—x—-4=0 (Ans: 1. 796)
22 x3-2x—-1=0 (Ans: 1. 618)
23 x3-10x—-5=0 (Ans: 3. 388)
24 x3+4x*-10=0 (Ans: 1. 365)

25 cosx—3x+1=0 (Ans: 0. 607)



Program-03: To find a real root of the given equation using Newton Raphson
Method.

Assuming that x,is an approximate value of a real root of the equation f(x)=0
Jet x, be the exact root and x, =x,+h,wherehis a small correction. Using
Taylor’s expansion and neglecting higher powers of h(h?*h°...),we get

f (%)
X, =Xy ——
ST ()
In general, x_, =x, —M n=012,...
f(x,)
This is Newton-Raphson iterative formula. 7

Example: Maxima program to find a real root of x3 — 9x — 12 = 0 using Newton
Raphson method.

kill(all)$
load(newton1)$
fpprintprec:4$
f(x):=x"3-9*x-12;
x0:read("enter the approximate value x0:")$
c:newton(f(x),x,x0,0.00001);
print("The required root is",c)$
wxdraw2d(grid = true,
point_type=filled_circle,
explicit(f(x),x,-4,4),
points([c,c],[0,0]))$

f(x):=x>-9x—12
enter the approximate value x0: 0,

(c) 3.522
The required root is 3.522
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Exercise: Write a maxima program to find a real root of the following equations
using Newton Raphson Method.

31 x3-2x-5=0 (Ans: 2. 095)
32 x3+x*+3x+4=0 (Ans: -1. 222)
33 x3-37=0 (Ans: 3. 332)
34 sinx =x—2 (Ans: 2. 554)

3.5 xsinx+ cosx =0 (Ans: 2.798)



Program-04: Solving system of equations by Gauss elimination method.
Example: Maxima program to solve

2x+y+z=10

3x+2y+3z=18

x+4y+9z =16

by Gauss elimination method.

kill(all)$

el1:2*x+y+z=10;

e22:3*X+2*y+3*z=18;
e3:X+4*y+9*z=16;
Acoefmatrix([e1,e2,e3],[Xx,VY.Z]):;
B:addcol(A,[rhs(e1),rhs(e2),rhs(e3)])$
M:triangularize(B);
r1:M[1,11*x+M[1,2]*y+M[1,3]*z=M[1.,4];
r2:M[2,11*x+M[2,2] y+M[2,3]"z=M[2,4];
r3:M[3,1]*x+M[3,2]*y+M|[3,3]"z=M[3,4];
linsolve([r1,r2,r3],[x,v,Z]):

(el1) z+y +2x =10
(e22) 3z#+42y +#3x=18
(e3) Oz +4y +x=16

2 1 1
(A) 3 2 3

1 4 O

—2 1 1 10
(M) o 1 3 6

O o —2 —10
(r1) z+y +2x=10
(r2) 3z+y =6
(r3) —2z=—10

[x =7,y =—9,z=5]




Exercise: Write a maxima program to solve the following by Gauss
elimination method.

117 81 148
4+ Xtdy-—z=-5 =Tty =-2=7
x+y—6z=-12

3Ix—y—z=4

4.2 x+y+z=6 [x=3,y=1,z = 2]
3x+3y+4z =20
2x+y+3z=13

4.3 2x+2y+z=12

3x+2y+2z=8
5x+10y -8z =10

44 5x1+x2+X3+x4=4' [x1=1,x2 =2,x3 =—1, X4_=—2]
x1+7x2+x3+x4=12
x1+x2+6X3+X4=—5

x1+x2+X3+4'x4=—6

14

17 5
4.5 xl_x2+x3+x4=6 [x1=—,x2=6,x3=§, x4=3

3
2x1 —X3—X4 =05
2x1 —2x, + x4 =4

Xy +X3—x4 =3



Program-05: Solving system of equations by Jacobi iteration method.

Example: Maxima program to solve
10x+y+z=12
2x+10y+z =13
2x+2y+10z =14

by Jacobi iteration method.

kill(all)$
e1:10*x+y+z=12;
e2:2*x+10*y+z=13;
e3:2*x+2*y+10%z=14;
a:ev(x,solve(e1,x))$
b:ev(y,solve(e2,y))$
c.ev(z,solve(e3,z))$
print(x=a)$
print(y=b)$
print(z=c)$
x[0]:read("enter the initial approximation x0=")$
y[0]:read("enter the initial approximation y0=")$

z[0]:read("enter the initial approximation z0=")$
for i:1 unless flag=0 do (
X[i]-ev(a,y=y[i-1],z=z[I-1]),

ylil-ev(b,x=x[i-1],z=2[i-1]),

z[i]-ev(c,x=x[i-1],y=y[i-1]),

print(i,"approximation"),

print("------------ p!
print(‘x[i]=float(x[i])),

print(y[i}=float(y[i])),
print(‘z[i]=float(z[i])),

print("------------ A,
if abs(x[i]-x[i-1])<0.01 then
(flag:0,

print("The solution is" x=round(x[i]),",",y=round(y[i]),",",z=round(z[i]))))$

10




(e1) z+y+10x=12

(e2) z+10y +2x=13
(e3) 10z+2y+2x=14

_zAy—12

a 10

_ z42x-13
- 10

y+x—17
=T
5

enter the initial approximation x0= 0;
ARRSTORE: use_fast_arrays=false; allocate a new property hash table for $X
enter the initial approximation y0= 0,
ARRSTORE: use_fast_arrays=false; allocate a new property hash table for $Y
enter the initial approximation z0= 0,

ARRSTORE: use_fast_arrays=false; allocate a new property hash table for $Z
1 approximation

x] =1.2

X, =0.93
v, =0.92
%) =0.9

x3=1.018
y3=1.024
z3=1.03

x4 =0.9946
¥4 =0.9934
2,=0.9916

x5=1.0015
y5=1.00192
25 =1.0024

The solutionis x=1, y=1, z=1
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Exercise: Write a maxima program to solve the following by Jacobi iteration

method.

5.1

5.2

5.3

5.4

9.5

20x+y—2z=17 [x=1y=-1,z=1]
3x+20y—z=-18
2x — 3y + 20z =25

S5x+2y+z=12 [x=1,y=2,z = 3]
x+4y+2z=15
xX+2y+5z=20

5x—y=9 [x=2,y=1,z=—1]
—x+5y—z=4

y—5z=6

5x—y+z=10 [x =2.556,y =1.722,z = —1.055]
xX+2y=6

x+y+5z=-1

with (2, 3, 0)as initial approximation to the solution.

5x-y+3z=10 [x=4y=1,z=-3]
3x + 6y =18

x+y+5z=-10

with (3,0, —2) as initial approximation to the solution.

Note: To get decimal values in the solution use float command instead of round

command in the program.
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Program-06: Solving system of equations by Gauss - Seidel iterative method.

Example: Maxima program to solve
27x + 6y —z =85
6x + 15y + 2z = 72
x+y+54z =110

by Jacobi iteration method.

kill(all)$
fpprintprec:5%
e1:27*x+6%y-z=85;
€2:6*x+15*y+2*z=72;
ed:x+y+54*z=110;
a:ev(x,solve(e1,x))$
b:ev(y,solve(e2,y))$
c:ev(z,solve(e3,z))$
print(x=a)
print(y=b
print(z=c
x[0]:read("enter the initial approximation x0=")$
y[0]:read("enter the initial approximation y0=")3%
z[0]:read("enter the initial approximation z0=")$
for i:1 unless flag=0 do (
X[i]-ev(a,y=y[i-1],z=2[i-1]),

y[il:ev(b,x=x[i],z=z[i-1]),

zliliev(c x=x[ily=y[i]),
print(i,"approximation"),

$
$

print('x[i]=float(x[i])),

print('y[i]=float(y[i])),
orint(Z[i]=float(z]i])),

pl'int(“ ____________ "),
if abs(x[i]-x[i-1])<0.01 then
(flag:0,

print("The solution is",x=round(x[i]),",",y=round(y[i]),

nn
1)

z=round(z[i]))))$
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)  -ztby+2x=8
€2  ztlSy+6x=T)
©3) Mty

-6y 85
x:
2
1146571

5
enier the inifal qpprovimation x0= 0.

ARRSTORE: use fast arrays=false; allocate a new property hash table for $X

enter the inital qpprovimation )= 0.

ARRSTORE: use fast arrays=false; allocate a new property hash table for §Y
enter the iniial qpproximation 20= 0

ARRSTORE: use_fast_arrays=false; allocate a new property hash table for §2
| qpproximation

=243
}’2 =357
=10

=241
B=15TY
=190

The solution s x=1 , y=4 , 2=1
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Exercise: Write a maxima program to solve the following by Gauss - Seidel iterative

method.

6.1

6.2

6.3

6.4

6.5

10x+y+z=12 [x=1,y=1,z=1]
x+10y+z =12
x+y+10z =12

S5x+2y+z=12 [x=1,y=2,z = 3]
x+4y+2z=15
xX+2y+5z=20

28x +4y—2z =32 [x =0.9933,y = 1.507,z = 1.849]
2x+ 17y + 4z =35
x+3y+10z = 24

x+ 17y — 2z =48 [x =1.675,y =2.862,z =1.163]
2x+2y+ 18z =30
30x—2y+3z=48

I9Ix—-y+2z=9 [x =0.917,y = 1.647,z = 1.195]
x+10y —2z =15
2x —2y—13z = —-17

Note: To get decimal values in the solution use float command instead of round

command in the program.
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Program-07: To find the value of f(x) at any point using Newton-Gregory
forward interpolation formula.

If f(xg) =yo, f(x1) =y4,, f(x,) =y, be a set of values of an unknown function
y = f(x) corresponding to the values x: x,, x;, x3,**, x,, at equal intervals then the
Newton-Gregory forward interpolation formula is given by

nn-1)n-2)

flx+mh) = f(x) + TAFGH) + "("2!_ D g + S W)+ o+ AT ()
or
Yx=Yo+ %A)’o + n(nzj 2 Ay + nn - 13)!(n =2 A3yo + -+ Aty

Aéf:jiij”'

Example: Maxima program to find f(1.4) using Newton-Gregory forward
interpolation formula given that.

X 1 2 3 4 5
£(x) 10 26 58 112 194
g kill (all)$

>, 1 W A B
Ve [10,26,58,112,194];
n:length(x)$

fpprintprec:6$

print ("First forward difference is")$

for i:2 thru n do
(z[i]:=y[i]-y[i-1],
print (z[i]))$

print ("Second forward difference is")$

for j:3 thru n do
(ufj]:=z[j]-z[3-1],
print (u[j]))$

print ("Third forward difference is")$

for k:4 thru n do
(w[k]:=u[k]-u[k-1],
print (w[k]))$
X:1.4;

R 2181 S
p:float (X-x[1]) /h;

y:y[1]+binomial (p,1) ‘z[2]+binomial (p,2) -u[3]+binomial (p,3) 'w[4];

16



(x) Flis; 2 53054557

(v) 10 .26 .58 2112 194 J
First forward difference is

16

32

54

82

Second forward difference is
16

22

28

Third forward difference is

6

(X) 1.4

(P) Q.4

| (¥) 14.864
Exercise:
7.1  Use Newton-Gregory interpolation formula to find y at x = 2.5 given
X 1 2 3 4 5 6
f(x) 1 8 27 64 125 216
7.2 Use Newton-Gregory interpolation formula to find y f(0.33) given
X 0.3 0.4 0.5 0.6
f(x) 0.6179 0.6554 0.6915 0.7257

7.3 Use Newton-Gregory interpolation formula to estimate the population for the

year 1985 from the table

Year 1970 1080 | 1990 | 2000 | 2010 2020
Population | oo o0 | so6s | 8705 | 105.96 | 124.06 | 139.64
IN Ccrores

7.4 From the following data find the number of students who obtained less than 45
marks using Newton-Gregory interpolation formula

Marks 30-40 | 40-50 | 50-60 | 60-70 | 70-80
Number of 31 42 51 31
students
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Program-08: Lagrange’s Interpolation.

If f(xg) =yo, f(x1) =y4,, f(x,) =y, be a set of values of an unknown function
y = f(x) corresponding to the values x:x,,x;,x3,**, X, not necessarily at equal
intervals then the Lagrange’s interpolation formula is given by

e (xmx) (o)) (xox)
y=J) (x,—2, ) (2, =%, ) (g = x,) ° (3, —2,) (%, = x,) (2, — x,)

(=) (r=)(xx,)
(5= %) (=) (% = %00) [

Foiaa b

Example: Maxima program to find f(4) using Lagrange’s interpolation formula
given that.

X
£ () -4 2 14 158

kill(all)$
load(interpol)$
powerdisp:true$
a:[[x0,y0],[x1,y1],[x2,y2],[x3,y3]1$
disp("Lagrange's interpolation formula for four values is given by ","y=f(x)=",lagrange(a))$
p:[[0.-4],[2,2],[3,14],[6,158]];
lagrange(p)$
f(x):="%;
print("Lagrange's interpolation polynomial is",ratsimp(%))$
'f(4)=f(4);
q:[[4.f(4)]S
wxdraw2d(
color =red,
key = "Lagrange polynomial",
explicit(f(x),x,0,10),
yrange=[-50,200],

color = blue,
point_type=filled_circle,
key = "Points",
points(p),

color  =black,

key = "Required Point",
points(q))$
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Lagrange's interpolation formula for four values is given by
yfie)=
(x=xl){x=x2) (x—x3) vl ) (x=x0) (x=x2) (x—x3) yl ) (x=x0) (x=xI)(x-x3)y2 (x=x0) (x=xI)(x-x2)y3
(x0-xI) (x0-x2) (x0-x3) C(-xlxl) (xl-x2) (x] -x3) f (=x0+x2) (—xI +x2) (x2-x3) ’ (=x0+x3) (—xI +x3) (—x2+x3)
(p) [[0,-4],[2,2],[3,14],[6,158]]
(=6+x)(=3+x)(-2+x) ) (=6+x)(=3+x)x

14(=6+x)(-2+x)x ’ 19¢-3+x)(-2+x)x

f = 7 - 7
() 9 4 9 3%
Lagrange's interpolation polynomial is f(x):=-4+3x-2 4
f(4) =40

0 errors, 0 warnings
200

Lagrange polynomial
Points  ®

¢ Required Point  #

150 -

Exercise:
8.1 Use Lagrange’s interpolation formula to find y at x= 10 given
X 5 6 9 11
f(x) 12 13 14 16
8.2 Use Lagrange’s interpolation formula to find y at x= 1.6 given
X 1.2 2.0 2.5 3.0
f(x) 1.36 0.58 0.34 0.20
8.3 Use Lagrange’s interpolation formula to find f(9) given
X 5 7 11 13 17
f(x) 150 392 1452 2366 5202
8.4 The following table gives the normal weights of babies during first eight months
of life
Age (in months) 0 2 5 8 10
Weight (in KQg) 2.5 44 | 6.1 |70 | 75

Estimate the weight of the baby at the age of seven months using Lagrange’s

interpolation formula.




Program-09: To evaluate definite integrals using Simpson’s one-third rule.

b
Let I =[f(x)dx , where y=f(x) takes the values y,,¥;,¥,....Y, fOF X=X, X, X;000.%,.

Divide the interval (a, b) into even number of equal sub-intervals of width h.

Simpson’s one-third rule is as follows

Xn

h
[ £ O0dx=Z00o + ¥a) + 40+ Ya ot Voa) + 20 + Yoot Vo)

Xo

L=

6 1
Example: Write a maxima program to evaluate fO 1— dx withn=6 using

) +Xx
Simpson’s one-third rule.

kill (all) s

fpprintprec: 45

f=):=1/(1+x);

x0:read("enter the lower limit =0:™)S%
¥xn:read("enter the upper limit xzn:")S
n:read("enter the number of intervals n:™):S
h: (zn-x0) /ns

suml: 05

sum2 : 05

for 1i:1 thru n-1 do
if mod(i,2)=0 then
suml:suml+f (x0+1i*h)
else

sum? : sum2+f (x0+1i*h) S

1

f(x):=

enter the lower limit x0: 0;

1+x

enter the upper limit xn: ©;

enter the number of intervals n: &;

S

/ dx =1.959
x+l

]

"integrate (f(x),x,x0,xn)=float (h/3* (£ (x0)+£ (xn)+4*sum24+2%suml) ) ;
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Exercise:

Write a maxima program to evaluate the following using Simpson’s one-third rule.

9.1 f 1+2 n=6
n=6

dx, n=4

04 [*——dx, n=6
95 [, ~dx, n=4

(Ans:1.366)

(Ans: 1.801)

(Ans:0.393)

(Ans:0.7885)

(Ans: 0.6933)
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Program-10: To evaluate definite integralsusing Simpson’sthree-eight rule.

b
Let | =[f(x)dx , where y= f(x) takes the values y;,V, Y, ...y, for x=x;,%,%,...x,.

Divide the interval (a,b) into a number which is multiple of 3 sub-intervals .
Simpson’s Three-eight rule is as follows

Xn 3
[ f(dx= g Mo+ ¥n) 430+ Yo + Ya b Ys tot Yoa + Yoo #Yna) +2(Ys + Y5 4 Yis)]

[~

3 1

Example: Write a maxima program to evaluate fO m dx withn=6 using

Simpson’s three-eight rule.

kill (all) s

fpprintprec:45

fx=):=1/(14x)"2;

®x0:read("enter the lower limit =x0:")S
xn:read("enter the upper limit xzn:™)&
n:read("enter the number of interwvals n:"):
h: (xn-x=0)/ns

suml:05

sum : 05

for 1:1 thru n-1 do

if mod(i,3)=0 then

suml:suml+f (x0+1*h)

aelse

sumz : sum2+f (x0+1i*h) S

"integrate (f(x),x,x0,xn)=float (3*h/8% (£ (x0)+f (xn)+3*sum2+2%suml) ) ;

f(x):= LL_X)E

enter the lower limit x0: 0;

enter the upper limit xn: 3;

enter the number of intervals n: &;

dx =0.7583
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Exercise: Write a maxima program to evaluate the following using Simpson’s

three-eight rule.

10.1 f00'3(2x+x2)1/2dx ,

102 f; 5 dx,

x2
103 [; e'/xdx,

10.4 ff'z logx dx,

105 [°(1 - 3x*)/2dx,

n=6

n=6

n=6

n=6

n=6

(Ans:0.1602)

(Ans: 0.4913)

(Ans: 4.866)

(Ans: 1.828)

(Ans: 0.5751)
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